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Abstract: According to a new WHO report, cardiac problems are becoming more prevalent. Due to this, 17.9 million individuals
pass away annually. It becomes more challenging to diagnose and begin treatment at an early stage as the population grows. Heart
is an important organ of all the organisms. The diagnosis and prognosis of heart-related diseases require greater accuracy,
perfection, and correctness because even a minor error can result in exhaustion or even death. Deaths due to cardiac diseases are
common, and the numbers of these deaths are increasing day by day. In this study, we use the Irvine repositories dataset for
training and testing to assess the efficacy of machine learning techniques for predicting heart disease; KNN, SVM and other
related supervised algorithms have been employed. The accuracy of the algorithms have been verified and finalized to develop a
predictive system. As a decision support system, this predictive model can therefore be used by medical professionals as
analytical, diagnostic and prognostic tool in cardio-pathology domain.
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|I. INTRODUCTION

The maintenance of the heart is crucial due to it being among the largest and most important organs in the human body. The
majority of diseases are heart-related, making it necessary to predict heart diseases, and for this reason comparative studies are
required in this field. Currently, the majority of patients pass away because their diseases were discovered too late due to
instrument inaccuracy, necessitating the knowledge of more effective algorithms for disease prediction.

The primary focus of mankind is on healthcare. According to WHO recommendations, everyone has a fundamental right to good
health. It is believed that suitable healthcare facilities should be accessible for routine health checks. Heart-related illnesses
account for over 31% of all fatalities worldwide. Because of the absence of diagnostic facilities, qualified physicians, and other
assets that impact the precise prognosis of heart disease, early identification [1] and treatment of various cardiac illnesses is very
complicated, especially in poor countries.In light of this worry, medical aid software is currently being created using computer
applications and methods of machine learning as a support system for the early diagnosis of cardiac disease. Early illness
prediction once an individual suffers is the issue the healthcare sector is currently facing. The size of the medical history records
and data makes them potentially incomplete and inconsistent in the real world. In the past, it may not have been possible for all
patients to receive early-stage treatment and accurate disease prediction [2].The risk of death can be decreased by detecting any
heart-related illnesses in their early stages. In order to comprehend the patterns in the data and derive predictions from them,
many ML techniques are applied in the field of medicine. In general, healthcare data have enormous volumes and complex
structures. Big data may be handled by ML algorithms, which can then be mined for useful information.

One effective testing tool is machine learning, which is centered in training and testing. Machine learning is a particular subset of
Artificial Intelligence (Al), a large field of learning in which machines imitate human abilities. A growing area of data science is
machine learning, a subfield of Al study [3]. The algorithms used in machine learning are built to handle a wide range of tasks,
including prediction, classification, and decision-making. On the other hand, machine learning systems are taught how to process
and use data; as a result, the fusion of the two fields of technology is also known as machine intelligence.

Training data is needed in order to educate the ML algorithms. A model is created following the learning phase and is regarded as
the product of the ML algorithm. In accordance with the concept of machine learning, which states that it learns from natural
phenomena and things, this project uses biological parameters as testing data, such as cholesterol, blood pressure, sex, age, and
others, and on the basic principle of these, a comparison is made in terms of algorithm accuracy.
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Many authors have already made significant efforts to predict heart disease using machine learning algorithms [4-6], but this is an
additional effort to conduct an experiment on benchmarking the Ucberkeley myocardial infarction forecast data - set while going
to compare the four widely used ML techniques to determine which ML technique is the most accurate.

Il. RELATED WORK

Any algorithm's performance is dependent on the dataset's bias and variance [7]. According to a research [7] on machine learning
for heart disease prediction, naive bayes performed better with minor differences and high biasness than high standard deviation
and low biasness, which is KNN. Low biasness & high variance cause KNN to suffer from the issue of over fitting, which is why
KNN performance degrades.

One nonparametric machine learning approach is the decision tree, however as we all know, overfitting is a problem that can be
resolved using other overfitting removal methods. Support vector machines, which have an algebraic and statics foundation, build
linear separable n-dimensional hyperplanes to classify datasets.

Heart disease severity is categorised using a variety of techniques, including KNN, decision trees, generic algorithms, and naive
bayes [8]. According to Mohan et al.[8], combining two distinct procedures can result in a hybrid approach, which has the highest
accuracy of all others at 88.4%.Data mining has been used by some researchers. In a particular research, [9] researchers explained
how the intriguing pattern and understanding are gleaned from the sizable dataset. They compare the accuracy of different data
mining, machine learning, and other techniques to decide which is the best one, and the results are in favour of svm.

SVM was shown to be the best among the machine learning and data mining algorithms developed in a particular work [10]; other
algorithms included naive bayes, knn, and decision tree. These algorithms were trained using the UCI machine learning dataset,
which contains 303 samples and 14 input features.

Using CAD technology, [11] researchers recently developed a multi-layer perceptron algorithm to predict the occurrence of
human cardiac illnesses and the accuracy of the method. If more people use prediction systems to diagnose their illnesses, then
more people will be aware of the ailments, which will lower the death rate for cardiac patients.

In another work, [12] researchers have shown that decision trees are more accurate than the naive bayes classification algorithm.
Many researchers have worked on this, including a definite multitude [13], where logistic regression has been employed to predict
heart disease, support vector machines to predict diabetes, and Adaboost classifiers to predict breast cancer. They found that
logistic regression had an exactness of 87.1%, back propagation machines had an accuracy of 85.71%, and Adaboost classifiers
had an accuracy of up to 80%.

A survey report on the prediction of cardiac illnesses has demonstrated that hybridization performs well and provides better
prediction accuracy than the older machine learning algorithms [14].

By using the logistic regression approach on this dataset, the authors of [15] were able to attain a prediction accuracy of 77%. By
comparing different global evolutionary computation algorithms in this study, authors [16] improved their work and saw
increased prediction accuracy.

In another article, researchers [17] proposed a study on the diagnosis of diabetic disease using ML techniques. This illness was
thought to be an immensely important component of ML. According to a survey carried out by the World Diabetes Federation,
285 million people worldwide have diabetes (IDF).

The significance of ML techniques in numerous fields has been proved by a number of applications in a discrete research [18].
The strategy made advantage of specific machine learning techniques.

A prior piece on analytics and data mining applications was suggested in 2017 [19]. These processes were employed in the
business world for a variety of reasons. They have examined 10 supervised learning algorithms and 8 unsupervised learning
algorithms here [19]. They demonstrated an application for the tractor trailer type learning algorithms in their research.

I1l. MACHINE LEARNING ALGORITHMS

For the development of the cardiac disease prognostic model, we have selected six well-known ML approaches. These strategies'
specifics are as follows:

Linear Regression - The supervised learning method is what it is. It is based on how independent and dependent variables relate to
one another.

Support Vector Machine - Support In order to evaluate data and find patterns for classification and regression analysis, machine
learning's Vector Machine [20] classification technique is utilised. SVM is frequently considered when the data is categorised as a
two-class problem. Finding the appropriate hyper plane that isolates every data point from one class to the other is how this
technique characterises data.

Decision Tree - Machine learning's Decision Tree method [21] is used to create Classification models. The structure of a tree is
the foundation of this categorization approach. This falls within the supervised learning category because the desired outcome is
already known. The decision tree approach can be applied to both categorical and numerical data.

Naive Bayes - Based on the Bayes' Theorem [22], which assumes that features are statistically independent of one another; this
supervised machine-learning technique was developed. High dimensional input data are employed with the Nave Bayes Classifier
[23].The naive Bayes approach has many applications in computer vision.

Random Forest - A group of unprized classification-based trees makes up Random Forest [24]. Given that it is insensitive to
dataset noise and has a very low risk of over fitting, it exhibits exceptional performance in terms of a variety of real-world issues.
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It operates more quickly compared to several tree-based algorithms and typically increases accuracy for testing and validation
data.

K Nearest Neighbour - It classifies different types of data with each other based on the distance between the locations where the
data are located. The user determines the number of neighbours for each other's data sets, which is a very important factor in the
assessment of the dataset.

IV. METHODOLOGY

Figure 1 depicts the entire methodology architecture.

Importthe
Selectthe Data Pre-
dependencies | EE—)p .. | E——) ot
and Dataset
Classification algorithms e —
_— pr— Splittinginto
SVM, Linear Regression, Naive Bayes, features and target
Random Forest, KNN, Decision Tree 3
| .
Compute the accuracy, precision —
andrecall, F1 Score Predict the Diseases
d

Figure 1: Methodology

Data collection - We used the Cleveland Cardiovascular Disease Dataset, which is available online at the UCI Repository [25].
The 14 qualities taken into account are as follows in Table 1:

Data Pre-processing - Pre-processing is required for the machine learning algorithms to produce prestigious results. For instance,

Label Explanation
Age Depicts the age of the patient normally varying
between 29 to 70
Sex Gender [ male -0, female -1]
Cp Categorization of chest pain
Trestbps Resting bp [blood pressure]
Chol Cholesterol value
Fbs Blood sugar value in fasting
Resting Electro-cardio graphical result in resting state
Thali Heart rate in a maximum stage
Exang Exercise
Oldpeak ST Slope in depression
Slope Slope of ST Segment
Ca Vessel Count
Thal 3 —normal
Targets lor0

Table 1: Dataset classification

the Random Forest technique does not allow datasets with null values, so we must manage null values in the original raw data.
For our work, we must use some categorised values into dummy values in the format of "0" and "1"

Data Balancing - Since the data balancing graph shows both of the target class are equal, data balancing is crucial for accurate
results. The target classes are shown in Fig. 2 with "0" denoting patients with heart disease and "1" denoting patients without

heart disease.
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Count of each Target Class
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Figure 2: Target class

Accuracy and other computational factors - Four values—true positive (TP), false positive (FP), true negative (TN), and false
negative—determine how accurate the algorithms are (FN).

V. RESULTS AND DISCUSSION

—
)

import numpy as np

import pandas as pd
from sklearn.model selection import train_test-split

from sklearn.linear_model import LogisticRegression

from sklearn.metrics import accuracy_score

Figure 3: Code to import Libraries

Data Collection and Processing

jing the civ data to & Pa

heart_d

ata =

heart_data. head()

pd. read_csv(" /co

age sex cp trestbps chol ¥bs restecg thalach exang oldpeak slope ca thal target

0 82 1 3 145 233 1] 150 0 23 0 0
1 37 1 2 130 250 o] 187 o 35 [} 2
2 4 [1] 130 204 0 0 172 1} 1.4 2 ] 2
3 58 1 120 238 o] 178 0 0.8 2 0 2
4 57 0 O 120 354 [v] 183 i 0.8 2 0 2
heart_data, tail

age sex ¢p trestbps chol Fbs restecg thalach exang oldpeak slope c¢a thal target
298 &7 1] 140 241 o 1 122 1 02 1 0 3 0
233 45 3 110 284 [/ i 132 0 1.2 i 0 3 [1]
300 @88 0 144 183 1 1 14 0 34 2 3 0
M 5 1] 130 i3 o i 115 i 1.2 1 1 3 [1]
302 57 1 130 238 1} 1] 174 0 0.0 1 1 2 0

Figure 4: Code of data collection and processing
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[ ] ¥ nusber of rows and columns in the dataset

heart_data.shape

(3e3, 14)

¥ getting some info about the data
heart_data.info()

<class “pandas.core.frame.DataFrame’>
RangeIndex: 383 entries, @ to 382
Data colusns (total 14 columns):
& Colusn Non-Mull Count Dtype

age 383 non-null intéa

]

1 sex 383 non-null intéa
2 wp 383 n intéa
3 trestbps 383 non-null intéa
& ehol 383 non-null intss
5 fbs 383 non-null intéa
& restecg 383 non-null intéa
7 thalach 383 non-null intéa
B exang 383 non-null intéd
9 oldpeak 383 non-null floatéd
18 slope 383 non-null intéa
11 ca 383 non-null intéa

12 thal 383 non-null  Intéd
13 target 303 nen-null  Intéd
diypes: float64(1), Int64{13)
memory usage: 33.3 KB

¥ checking for missing values
heart_data.isnull().sum{)

age 2
sex 2
ep 2
trestbps @
chol 2
fos 2
restecg ]
thalach 2
exang e
oldpeak 2

Figure 5: Code of data exploration

[ ] ® statistical measures aboul the data

heart_data.describe()
age sex cp  Lresibps chol fos restecg thalach exang oldpeak slope (£ thal target
count 303.000000 303.000000 303.000000 303.000000 303.000000 303.000000 303.000000 303.000000 303.000000 303.000000 303.000000 303000000 303.000000 3203.000000
mean 54380337 0083188  0.000807 131.823702 240.204026  0.748515 0528053 149.048885 02326733 1030604 1309340 0720373 2313531 (544554
std  QO0B2101 048001 1032082 17538143 H1830751 Q3508 0525880 22005181 Q4BQTO4  10M075 0418228 1022808 02277 0.408535
min 28000000 0000000 0000000 ©4.000000 126.000000 Q000000 0000000 71000000 0000000 0000000 0.000000  0.000000.0.000000_#"0.000000
25% 47500000 0.000000  0.000000 120.000000 211.000000  0.000000  0.000000 133.500000 0Q.000000 0.000000 1000000 0.000000 2000000  0.000000
S0%  B5000000 1000000  1.000000 130.000000 240000000  0.000000 1000000 153000000 0000000 0800000 1000000  0.000000 20000008 1.000080
75% 81000000 1.000000 2.000000 140.000000 274500000  0.000000  1.000000 108.000000  1.000000 1400000 2000000 1.000000 3.000000  1.000000
max 77000000 1000000 3000000 200.000000 584000000  1.000000 2000000 202000000  1.000000 4200000 2000000 A000008% 3.000000  1.000000

Figure 6: Code of statistical measures of dataset

1 —= Defective Heart
0 --= Healthy Heart

Splitting the Features and Target

Il ] X = heart_data.drop({columns="target”, axis=1}
¥ = heart_data[ 'target’]

[ ] print{X)

age s=ex cp GUrestbps chol ... exang oldpeak slope ca thal
-] &3 1 3 145 213 a 2.3 a 1
1 iz 1 2 138 258 (-] 1.5 [ =] 2
2 41 & 1 138 p=E) L] 1.4 2 e 2
3 56 1 1 1z@ 236 (-] a.B 2 2] 2
4 57 [ L] 128 a5 1 a.6 2 -] 2
298 57 o -] i@ 241 1 a.2 i <] 3
299 45 1 3 11@ 264 (-] 1.2 1 -] 3
lga 6B 1 -] 12 133 L] 3.4 1 2 3
L1 | 57 1 -] 132 131 1 1.2 i i 3
laz 7 @ 1 138 236 (] a.a 1 1 2

[383 rews x 13 columns)

L] print{¥Y)

-] i
1 1
2 1
3 1
4 1
298 -]
299 -]
k1] -]
3l -]
382 a
Name: Larget, Length: 303, diype: Intéd

Figure 7: Feature and Target specification
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Figure 8: Accuracy of algorithms
Figure 8 shows a specific formula and a contrast of the accuracy outcomes of algorithms tested using the machine learning
architecture against one another.
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Figure 9: Precision of algorithms
Figure 9 shows a summary statistics and analysis of the precision outcomes of algorithms performed utilizing machine learning
model against one another.
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Figure 10: Recall of algorithms
Figure 9 shows a summary statistics and analysis of the recall outcomes of algorithms performed utilizing machine learning
model against one another.
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Building a Predictive System

[ 1 input_data = (62,,8,148,268,0,0,160,08,3.6,08,2,2)

# change the input data to a numpy array
input_data_as_numpy_array= np.asarray({input_data)

# reshape the numpy array as we are predicting for only on instance
input_data_reshaped = input_data_as_numpy_array.reshape(l,-1)

prediction = model.predict(input_data_reshaped)
print(prediction)

if (prediction[@]== @):

print(*The Person does not have a Heart Disease")
else:

print(*The Person has Heart Disease")
[e]

The Person does not have a Heart Disease

Figure 11: Predictive System
Figure 11 portrays a final predictive system which is developed with the desired algorithm that yielded highest accuracy and that
model is depicting the final state of heart disease as the related datasets are fed to the system.

V1. CONCLUSION

In this research, we have aimed to assess the numerous machine learning strategies and predict whether or not a specific
individual will develop cardiac illness given various individual traits and indications. Our report's main focus was on examining
the accuracy and examining the causes of the variations among various algorithms.

Since the human heart constitutes one of the body's most significant organs and heart disease prediction is a major human
concern, algorithm accuracy constitutes one of the factors considered when evaluating an algorithm's performance.

The dataset utilised for both training and testing purposes affects how accurate machine learning algorithms are.SVM is the best
method when we compare them based on the dataset and other considerations. Other algorithms may function more effectively for
various situations and datasets, but in our case, we have found this result. Also, if we increase the amount of training data, we
might be able to obtain results that are more accurate, but processing time would be longer, and the system would be slower than
it is currently since it would have to deal with more data and be more complex. We made this decision since it is easier for anyone
to work with after taking these potential factors into account.

In order to reduce the rate of mortality cases through increased disease awareness, more machine learning techniques will be
deployed in the future to analyse cardiac problems more effectively and detect illnesses early.
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