
www.ijcrt.org                                                 © 2023 IJCRT | Volume 11, Issue 4 April 2023 | ISSN: 2320-2882 

IJCRT2304216 International Journal of Creative Research Thoughts (IJCRT) b844 
 

Prediction Algorithm For Fixed Identity 

Mapping In An Edge Computing Environment 
 

Nakul Ashok Gade 
MVPS’s Rajarshi Shahu Maharaj Polytechnic, Nashik 

 

Vikas Pralhad Gawai 
MVPS’s Rajarshi Shahu Maharaj Polytechnic, Nashik 

 

Ankita Kamlakar Pangavhane 
MVPS’s Rajarshi Shahu Maharaj Polytechnic, Nashik 

 

Sachin Ashok Surywanshi 
MVPS’s Rajarshi Shahu Maharaj Polytechnic, Nashik 

 

ABSTRACT 

A research hotspot that extends cloud computing to the 
network's edge is edge computing. The ability to integrate the 

locator/identity separation protocol (LISP) into edge networks 

has been made viable by recent advancements in end device 

computation, storage, and network technology. As a result, we 
incorporate LISP into edge routers at the edge network in this 

study, concentrating especially on the delay problem of 

mapping resolution and cache updating in LISP with the aid 

of edge computing. We initially examine how the 
locator/identity separation network communicates before 

considering applying the prediction approach to support this 

research in order to address the delay problem. We propose 

and develop a Fixed Identity Mapping Prediction Algorithm 
(FIMPA) based on collaborative filtering in order to get good 

prediction results, and we further confirm the efficacy of the 

proposed algorithm by experiments on real-world data. 
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INTRODUCTION 
Recent years have seen the emergence and widespread use of 

a growing number of computing technology innovations (such 
as cloud computing [1], [2], cluster computing, IPTV [3], 

etc.). While the terminal is generally thin and occasionally 

even has no functions to process, they are always built so that 

the majority of functions are executed in the core (datacenter). 
The strategy used by edge computing is to offload some 

processes or functions to terminals from the core due to 

advancements in the communication and storage capabilities 

of terminal devices [4]–[6]. Pushing computation, 
information, memory, and networking away from centralised 

nodes to the logical edges of a network constitutes edge 

computing, a growing area of research and an extension of 

cloud computing. By processing data at the network's edge, 
close to the data source, edge computing is an effective way to 

maximize cloud computing. 

 By performing computation and storage at or close to the 

original location of the data, it (a) reduces the communication 
bandwidth needed between edge nodes and the data centre; 

(b) it may limit or remove a significant bottleneck as well as a 

potential failure point in the cloud computing environment; 
and (c) it improves data security because data is encrypted 

before being moved to the core network because the majority 

of edge nodes are virtualized, it achieves strong scalability. 
Edge computing-related fog computing was first proposed by 

Cisco [7, 8]. In order to facilitate the operation of compute, 

memory, and networking between end devices and cloud 

storage systems, cloud computing is extended to the edge of 
an enterprise's network. 

In order to address concerns with mobility, multi-homing, and 

the IP semantic overload problem, Cisco researchers devised 

and implemented the LISP protocol in certain of their routes 
deployed in networks. The LISP protocol divides already-

existing IP addresses into entity identities (EID) and router 

identifier/locators (RLOC); additionally, it explains the loca- 

tor/identity separation protocol from a network perspective, 
which means that it can stop the end hosts' network protocol 

17356. The Open Source Attribution 4.0 License governs the 
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architecture from altering while just changing the operating 

mode of network devices 

(http://creativecommons.org/licenses/by/4.0/). EID is used to 

identify an end host in a LISP network while connecting with 

other hosts. It is not reliant on the network structure. 

Additionally, since the edge network now has access to the 

datacenter's computation, memory, and networking resources, 

it is also possible for the edge network to address the long-

standing issues with LISP, such as the delay in mapping 
resolution, the storage space limitations for mapping entries, 

and so forth. Thus, it represents a workable method of fusing 

edge computing and LISP. Our goal is to find solutions to 

some integration process problems. 

With the help of edge computing, we focus on the delay 

problem of mapping resolution; this problem arises when an 

identity cannot be resolved locally, which triggers a mapping 

resolution request to the mapping system and waits for the 
response. 

The communication process of the Locator/Identity separation 

network is initially examined in this study, with particular 

attention paid to the update mechanism for mapping the cache 

in edge routers and the latency problem of mapping resolution 

in LISP. Then, using collaborative filtering, we suggest the 

Fixed Identity Mapping Prediction Algorithm (FIMPA). 

Lastly, we conduct experiments to confirm the performance of 
our suggested algorithm. The results of the experiment show 

how the FIMPA algorithm may considerably increase hit rate 

and decrease delay. 
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1. Background 
A. EDGE COMPUTING 

Cloud computing has been the subject of a lot of research in 
recent years. Cloud computing is an on-demand computing 

architecture that offers on-demand access to a shared pool of 

configurable networked resources (such as CPUs, storage, 

VMs, networks, apps, and servers) that can be deployed 
quickly and with little administration labour. On a 

subscription basis, service providers make clouds with 

predetermined quality of service (Q'oS) terms available to 

interested clients through the Internet, giving them access to a 
variety of simple-to-use, affordable services. Cloud 

computing is a server-centric computing paradigm in which 

practically all operations are conducted in the core 

(datacenter), while the client is very thin and may even have 
no processing capacity. 

Although cloud computing has many benefits, such as simple 

maintenance, centralised management, and high server 

utilization, its drawbacks have been revealed in the era of 
mobile Internet, such as the need for terminals with higher 

processing power and security issues, among other things. In 

light of this, transparent computing [16], [17] puts out a 

possible answer for the mobile Internet. The fundamental 
tenet is that all information, including operating systems, 

applications, and user data, is stored on servers and processed 

by terminals. This strategy has several benefits, including 

lower terminal complexity and expense, better user 
experience, high-level security, and cross-platform application 

compatibility [17]. Access control can use this as well [18]. 

Due to the Internet of Things' (IoT) rapid development over 

the past three years, edge computing has emerged as a 
research hotspot. This is because applications, data, and 

networking services are moving from centralised nodes in 

datacenters to end devices. By offloading some tasks or 

functions to clients from the core, this approach takes 
advantage of the powerful computation and storage 

capabilities of the terminal. Doing so has a number of 

benefits, including lowering the communications bandwidth 

between edge nodes and the datacenter, removing bottlenecks 
and potential failure points in the cloud environment, 

enhancing data security, and achieving good scalability. 

Further edge computing research, which takes into account 

using block chain [22], may be found in [19]-[21]. 

B. CACHE UPDATE MECHANISM 

Cache replacement algorithms and cache 

prediction/prefetching algorithms are the two broad categories 

into which the related domestic and international research can 
be separated with regard to the updating mechanism of the 

mapping cache in edge routers. 

The main goal of cache replacement algorithms is to replace 
the mapping entries in the cache when there is not enough 

room for them. Either temporal locality or spatial locality is 

often the focus of research in this field. 

A conventional technique called LRU (Least Recently Used) 
[23] makes the assumption that recently visited objects are 

most likely to be revisited in the future. As a result, it always 

takes the oldest object in the cache that has not been accessed. 

Although LRU is the most often used algorithm of its kind, it 
is also the simplest; nonetheless, because it takes into account 

the object time factor, its efficacy is not very high. The LRU-

2 algorithm is improved by the 2Q (Two queues) algorithm 

[25], which separates cached pages into "warm" and "cold" 

queues before caching them in two FIFO queues. A page will 

be added to the cold page queue when it is first accessed; if 

the viewable page is already in the cold queue, nothing will 

happen. 

Additionally, the LFU (Least Frequently Used) algorithm [26] 

takes the most recent least-visited objects out of the cache by 

taking full advantage of the previous scheduling data in the 

cache and considering the access frequency of recent objects. 
The LFU algorithm fully exploits the characteristics of user 

access frequency to favoured resources, but it is unable to 
differentiate between objects that are frequently accessed in 

the early or later stages. Moreover, it could keep "expired" 

objects in the cache to take up space, creating a significant 

cache pollution issue. The LFU- Aging method is an enhanced 
version of LFU's optimization algorithm that addresses one of 

its main issues, namely the fact that resources in the cache are 

continually being used more frequently and never less 

frequently. LFU-Aging [27] suggests that the value of access 
frequency is inversely related to the survival time by taking 

into account both the access frequency and the survival period 

of the resource in the cache. The cache's long-lost resources 

will eventually see fewer and fewer accesses until they are 

completely gone. Although the two techniques are predicated 

on geographical locality, there are specific situations where 

they fail. 

Cache prediction/prefetching algorithms can predict which 
resources will be accessed in the future using the current 

access, push the prediction content to the local cache, and 

replace the mapping item in the cache using the cache 

replacement algorithm. This is done based on the spatial 
locality of the resources. The prediction hit rate of the 

prefetching method is closely correlated with that of the 

prediction model since it uses a prediction model to 

characterise the mapping request. Prefetching models based 
on data mining [28], multitask [29], web semantics [30], the 

Markov model [24], probabilistic model [31], and other 

techniques are currently widely utilised. The prefetching 
model based on Web semantics extracts the feature key and 

analyses user behaviour to predict the next request, whereas 

the prefetching model based on data mining predicts the users' 

potential next page by mining a large amount of potential 
information contained in the users' browsing history. 

Additionally, the Markov model-based approach employs the 

transition probability matrix to characterise users' request 

behaviour and forecasts users' subsequent requests. The 
precision of the prediction algorithm, however, determines 

how good these algorithms are. The technique described in 

[32] can be used to retrieve the feature key. 

2. Network Issues 

We first examine the Locator/Identity Separation network's 
communication flow in order to address the delay issue. The 

delay issue with LISP is then covered. 

A. COMMUNICATION PROCESS OF THE LISP 

NETWORK 

Like in regular networks, there are two categories of end hosts 

in a LISP network: fixed hosts and mobile hosts. These two 

host types must be easily distinguished from one another. 

 

  
 

Fig 1. An instance of Location/Identity separation network. 
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The LISP protocol uses a specific EID segment to represent 
mobile nodes, while the remaining address segments are 

assigned to fixed nodes. Considering the fixed hosts managed 

by an access router, their EIDs can be allocated regularly and 

aggregated into one EID-prefix, which can be used for EID 
mapping resolution. The mapping system contains the EID-to-

RLOC or EID-prefix-to-RLOC mapping entries for mobile 

hosts and stationary hosts, respectively. The RLOC, which is 

typically associated with the network topology, is the edge 
router's IP address used for packet forwarding in the core 

network. A router's local cache or mapping system, as 

depicted in Fig. 1, can be used to query the EID-to-RLOC 

mapping database to determine the RLOC. The Ingress 

Tunnel Router (ITR) and Egress Tunnel Router (ETR) 

concepts are also introduced by LISP. These devices are used 

to encapsulate and DE encapsulate packets for identifier 

communication. ITR is the sender end host's first-hop access 
router, whereas ETR is the receiver end host's last-hop access 

router. The EID of both communication parties is contained in 

the source and destination addresses of a LISP packet that is 

received by ITR from one end host. To find the RLOC of the 
access router used to serve the destination end host, ITR uses 

the destination EID as the keyword to query the EID-to-

RLOC mapping, either locally or remotely. Then, ITR creates 

a new packet and sends it to the core network while including 
this LISP packet in an outer header. 

The source address for the outer header is the RLOC of the 

ITR, and the destination address is the RLOC of the access 
router at the destination. The inner LISP packet is forwarded 

to the destination end host provided by the destination EID by 

ETR when it gets this new packet that ITR has enclosed. The 

ITR local buffer will wait a long time to receive the mapping 
response from the mapping system after initiating a mapping 

query request to the mapping system if there is no mapping 

entry EID-to-RLOC of the destination EID. This increases the 

delay in the mapping resolution and affects the 
communication quality and performance. The answer to the 

mapping resolution delay problem is the main problem at 

hand. A data-driven approach to modelling the Internet route 

has been suggested [10], evolutionary game theory has been 
applied to the Internet of Vehicles [11], and transformation-

based processes have been applied to IoT [12]. Future 

applications of our approach include a smart campus [13] and 

privacy concerns [14]. 

 

B. THE DELAY PROBLEM IN LISP 

We primarily employ the local mapping cache and identity 
mapping prediction/prefetching technology in the study of 

LISP architecture to address the identity mapping resolution 

delay issue. The edge router must save the identity received 

from mapping resolution's mapping entry in its local cache in 
order for the local mapping caching technique to work. This 

technique can decrease sending the mapping resolution 

request to the mapping system in order to reduce the mapping 

resolution latency because it exploits the temporal locality 
principle of map- ping queries. The cache performance 

introduced by the upgrade cannot, however, satisfy the 

performance requirements due to the growing frequency of 
updates to network resources. Therefore, mapping 

prediction/prefetching technology is provided to further 

reduce the mapping resolution latency. The source address for 

the outer header is the RLOC of the ITR, and the destination 
address is the RLOC of the access router at the destination. 

The inner LISP packet is forwarded to the destination end host 

provided by the destination EID by ETR when it gets this new 

packet that ITR has enclosed. The ITR local buffer will wait a 
long time to receive the mapping response from the mapping 

system after initiating a mapping query request to the 

mapping system if there is no mapping entry EID-to-RLOC of 

the destination EID. This increases the delay in the mapping 
resolution and affects the communication quality and 

performance. If EID2 has no local mapping entry, the ITR 

will make a mapping resolution request to the mapping 

system and, upon receiving the mapping response, store a new 
mapping entry in its local buffer. In order to create a new 

packet (packet2), the ITR encapsulates packet1 with an outer 

packet header. Packet2 selects RLOC1 (the RLOC of the ITR) 

as the source address and RLOC2 (the RLOC of the ETR) as 
the destination address. The ITR then sends packet 2 to the 

core network. According to the destination address RLOC2, 

this new packet (packet2) is forwarded across the core 

network to the ETR of Site 2 According to the destination 
identification EID2, the ETR decapsulates this new packet 

(packet2) and delivers the LISP packet (packet1) to Host 

EID2. The ITR will start a mapping query request to the 

mapping system if no mapping entry EID-to-RLOC of EID2 

is detected in the local mapping buffer. It may then have to 

wait a long time to receive the mapping response from the 

mapping system. As a result, this could lengthen the mapping 

resolution delay and impact the effectiveness and quality of 
communication. The mapping resolution delay might be 

significantly decreased if we could properly forecast the 

destination identifiers that a user will connect with in the 

future and the mapping system permitted pushing the mapping 
entries of specific identifiers to edge routers. To further 

reduce this latency, we may further combine the technologies 

of caching and forecasting. Someone connected to a college 

network, for instance, would routinely use Google Scholar or 
Badu Academic to look for scholarly publications. Similarly, 

if the access resources used by people in two edge networks 

are comparable, it makes sense to direct people in the second 
edge network to use the resources that people in the first 

network commonly use. Future work will focus on developing 

an efficient mapping management system employing key 

management techniques found in sensor networks [34, 35], 
block chain technology [36], and deep learning [37] to address 

unsolved problems. 

. 

 

3. The Fixed Identity Mapping Prediction 

Algorithm 

The edge router TR (denoting either ITR or ETR in an edge 

network) in a locator/identity separation network receives a 

packet from its inner interface (that is connected to devices in 

the edge network). For the destination identifier of the packet, 

it will first check the local cache for the relevant EID-to-

RLOC (for mobile EID) or EID-prefix-to-RLOC (for fixed 

EID) mapping item. A mapping resolution request will be sent 

to the mapping system if the local cache is unable to locate 

this linked mapping entry. As all of the network's import and 

export flows transit via edge routers, they are able to keep 

track of every resource that users in this edge network access. 

Recent recommendations for methodologies and algorithms 

include cooperative approaches based on collaborative 

filtering .  The core idea behind these methods is to use group 

wisdom for prediction and recommendation, deter- mine the 

relevance of users or items by using information, e.g. users’ 

hobbies, and then making predictions and recommendations 

based on the correlation. Collaborative filtering is divided into 

user-based collaborative filtering [9], item- based 

collaborative filtering and matrix decomposition-based 

collaborative filtering. In a locator/identity separation 

network, the users in an edge network have access preferences 

regarding network resources, causing some edge networks to 

have a correlation. We can use the idea of collaborative 

filtering to predict which resources in an edge network will be 

accessed next time and thus push the corresponding identity 

mapping to edge routers in advance. These approaches' 

central tenet is the use of collective wisdom for prediction and 

suggestion. Relevance of individuals or products is 
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determined using information, such as users' hobbies, and 

predictions and recommendations are then made based on the 

correlation. The three types of collaborative filtering are 

matrix decomposition-based collaborative filtering, item-

based collaborative filtering, and user-based collaborative 

filtering [9]. Users in an edge network in a locator/identity 

separation network have access preferences for network 

resources, which leads to a correlation in some edge 

networks. We may push the necessary identity mapping to 

edge routers in advance by using the concept of collaborative 

filtering to forecast which resources in an edge network will 

be accessed the next time. For the fixed end hosts situation, 

we apply the collaborative filtering notion and refer to this as 

the Fixed Identity Mapping Prediction Algorithm (FIMPA). 

The FIMPA concept may be summed up as follows: 

 Collect the packets received by an edge router over 

a specified time period; obtain the request 

frequency of various EID-prefixes over this time 

period using packet statistics;  

 Upload the request frequency information to the 

mapping system;  

 The mapping system then calculates the prediction 

model based on the collaborative filtering method 

and generates a fixed identification prediction for 

the edge router based on the front prediction model;  

 The mapping system then collects the packets 

received by an edge router over a specified time 

period. 

 

A. SOME CRITICAL CONSIDERATIONS IN 

THE FIMPA ALGORITHM 

 

1. THE FREQUENCY STATISTICS OF THE FIXED 

EID-PREFIX FROM THE HISTORY PACKETS 

 

We may identify the data correlation, which serves as the 

foundation for forecasting and prediction, by analyzing the 

request frequency statistics of the EID-prefixes recorded in an 

edge router during a certain time period. So, it's crucial to 

compile all of the packets that an edge router has received 

throughout the predetermined time frame. In the case of fixed 

hosts, the edge router maps the destination identification of 

each packet to the relevant EID-prefix and checks to see if a 

local cache entry exists that maps the EID-prefix to the 

RLOC. So, throughout the defined time period, we may log 

the corresponding request frequency for the EID-prefixes that 

the edge router accessed. The EID-prefix request frequency 

data is subsequently forwarded by the edge router to the 

mapping system for centralized processing. In order to access 

various EID-prefixes, the mapping system constructs an array 

based on the information provided by all edge routers in the 

edge networks on the frequency of EID-prefix request. This 

range is shown in Table 1. In this array, "S1, S2,..., Sm" 

stands for the set of m LISP network edge routers, whereas 

"D1, D2,..., Dn" stands for the collection of n EID-prefixes. A 

matrix, mn, which indicates that the edge router Si has 

accessed the EID-prefix Dj Hij times, represents the request 

frequency statistics of an EID-prefix accessed by an edge 

router. 

 

 

 

 

 

 

2. MAKING PREDICTIONS BASED ON THE 

REQUEST FREQUENCY INFORMATION 

 

The mapping system may perform collaborative filtering-

based EID-prefix prediction for the fixed end hosts after 

gathering the EID-prefix frequency data from all edge routers 

in the LISP network. More particularly, we handle all EID-

prefix request frequency information using matrix 

decomposition-based collaborative filtering. By counting the 

number of times an edge router visits a certain EID-prefix, 

one might infer the relationship between the two. In other 

words, the chance that the edge router will visit this EID-

prefix again increases as the number of times it accesses this 

EID-prefix increases. As an edge router often cannot access 

the entire collection of EID-prefixes, it can be seen that the 

request frequency of all EID-prefixes in one edge router is not 

all non-zero, meaning that the EID-prefix request frequency 

matrix Rm∗n is sparse. 

 

 

 

 

B. THE INTRODUCTION OF THE FIMPA 

ALGORITHM 

 

An overview of the algorithm is presented in Algorithm 1. 

Some details of the implementation are as follows: 

Step 1: randomly generate a U(0), which can be set as the 

global mean. 

Step 2: fix U(0), and solve V(0). 

At this point, the loss function can be expressed via the 

following equation: 

i 3 4 u1, u2, . . . , um are calculated in accordance with (11); 

thus, we obtain U(1), which consists of u1, u2, , um. 

The FIMPA algorithm loops the execution of Step 2 and 3, 

and stops after iterating N times. Following the execution, we 

obtain the optimal solution U and V. The sum of the optimal 

solution U and V complements the missing value for the 

request frequency matrix R. For the edge router x, we select 

the corresponding row of x from the matrix UVT and sort the 

elements in the row from large to small after removing the 

original values. The larger the value, the greater the likelihood 

that edge router x will make an access request to this EID-

prefix in the future. We then take the Top-N EID-prefixes as 

the prediction for 

  

C = Σ [(rij − (u(0))vj)2 + λ(||u(0)||2 + ||vj||2)] (2 

 

Fixing j (j = 1,2, . . . ,n), the derivative of C is: ∂C = 2 Σ 

[((u(0))T u(0)) + λ)vj − riju(0)] (3)table timer. When the 

setting time is reached, the map- ping system generates EID-

prefix-to-RLOC mapping entries according to the FIMPA 

algorithm and actively pushes them ∂vj. to the edge routers. 

When the edge routers receive these EID- prefix-to-RLOC 

mapping entries, they will update the map- Let ∂C =0; thus, 

we get Σ [((u(0))T u(0) + λ)vj] = Σ riju(0)(4).ping cache 

according to their cache replacement strategy (e.g. LRU and 

LFU). It can be improved using semi-supervised learning [38] 

in the future. The FIMPA algorithm decomposes the request 

frequency matrix into the product of two small matrices: the 

character- Equation (4) is equivalent to (UUT + λE)vj = UrT 

(5) Matrix of an edge router and the characteristic matrix of 

EID-prefixes. It then carries out the prediction based on the 

Algorithm 1 FIMPA Algorithm Input: request frequency 

matrix R, iteration number T, number of features k, an edge 

router x Output: the prediction result set S for the edge router 
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x Data: U stands for the characteristic matrix of an edge 

router, V for the characteristic matrix of EID-prefixes, map 

for the key-value set of (EID-prefix i, prediction degree p) 

The pseudo code of the FIMPA algorithm is as follows: 

complete value of the product of these two matrices. 

Algorithm 1 presents the pseudo code of the FIMPA 

algorithm; here, initM(k) initializes the feature matrix 

according to the number of features, calV(U) calculates U 

using V, calU(V) calculates V using U, getUnvisited(R, u) 

returns a collection of EID-prefixes that edge router u has not 

accessed, and getResult(map) obtains the prediction by 

sorting the results. The correction of FIMPA algorithm can be 

guaranteed by the method of the matrix decomposition-based 

collaborative filtering, which is proved to be a feasible 

solution for the recommended problem. 

 

4. Experiments and Evaluation 

 
In this paper, we implement the FIMPA algorithm with LRU 

and LFU as mapping replacement algorithms, then conduct 

comparisons with the existing LRU and LFU algorithms In 

this section, we evaluate the FIMPA algorithm using two 

indicators: namely, the cache hit rate and the hit rate 

convergence time. The cache hit rate is the ratio of the 

number of requests hits in the local cache to the total number 

of access requests in the time period. The experimental data 

used in this simulation is real net- work traffic data collected 

from the Internet, namely the NLANR Auckland-VIII dataset, 

which represents the identity mapping request traffic. The 

data format of the dataset is ERF. In total, the dataset contains 

more than 6 million packets collected over 60 minutes. In 

order to evaluate the cache performance and use this dataset 

with the FIMPA algorithm, we need to map the source and 

destination IP addresses of the packets to the corresponding 

prefixes. We use the BGP prefix as the EID-prefix and 

download the BGP core routing table from Route Views, 

which maps the IP addresses to prefixes. In this paper, we 

used Java to implement the FIMPA algorithm and ran the 

simulation program on a desktop PC, 

 

Fig 2. Hit rate results with 24K cache. 

Which has an Intel i5-7200U CPU, 8GB memory and the 

Windows 7 operating system. According to the flow analysis 

statistics, the simulation sets the statistical period to 11 

minutes, and further selects 60 seconds as the prediction time 

period (hereafter ‘time period’ for short). The FIMPA 

algorithm makes a prediction based on historical packets 

every time period. The packet in the first time period is the 

initial input data. The packets in the same time period are 

divided into different subsets according to the address prefix 

mapped by the source IP address. The different subsets 

represent the messages received by different edge routers. 

Subsequently, the packets in each subset are processed as 

follows: map the destination IP address to the address prefix; 

count the number of packets belonging to different prefixes; 

and simulate the frequency with which the edge router 

accesses the end host. The simulator pushes all predicted 

results to the mapping cache of the edge router. In the initial 

case, the mapping cache table is empty and all predicted 

mappings are saved. For the second time period, the 

destination IP address of each packet is mapped to the BGP 

prefix. If the prefix is already in the mapping cache table, the 

simulator will increase the number of hits by one and process 

the next message; if no mapping is found in the mapping 

cache table, the simulator will record the mapping if the table 

is not full, or alternatively perform a mapping update using a 

mapping replacement algorithm if the table is full. After 

processing the second time period, the simulator continues to 

forecast and push the pro- gram forward using the second time 

period as the historical data. The subsequent 9 time periods of 

packet processing are similar. 

5. Conclusion and Future Work 

By combining the FIMPA prediction algorithm with the 

replacement strategies (LRU and LFU), the hit rate of the 

cache mapping table can be significantly improved, especially 
in the initial state. When the cache mapping table is empty, 

the hit rate rapidly achieves higher stability in a short 

convergence time. However, FIMPA gains this improvement 

in hit rate by sacrificing the algorithmic performance, 
meaning that the time complexity and spatial complexity of 

FIMPA are relatively high and increase exponentially with the 

number of edge routers. To address some security issues in 

our work, we will consider using technologies such as block 
chain, the Tor network, covert communications, sensor 

networks and SDN net- works in our future work. This paper 

aimed to solve the delay problem for the fixed end hosts; we 

will consider solutions for the mobile identity case in the 
future work. Possible solutions may include using a tree 

storage structure for mobile identity mappings or 

incorporating block chain technology, SVM algorithm, among 

others. 
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