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Abstract: One of the most common malignancies in the world is Skin Cancer. The features of the illness can only be evaluated by 

a clinical assessment of skin lesions, but this process might take a long time and can be interpreted in many ways. Machine 

Learning and Deep Learning techniques have been developed to assist dermatologists in making an early and accurate diagnosis 

of Skin Cancer, which is critical for increasing patient survival rates. In this study, we give a comprehensive literature review of 

recent studies that have used deep learning to categorize skin lesions, with the goal of giving researchers who are just getting 

started in this field a good place to begin their investigations. The papers that thoroughly and clearly defined the methods used 

and presented the findings obtained were chosen after an extensive search of many internet databases using inclusion/exclusion 

criteria. Sixty-eight studies were chosen for further study, the vast majority of which use Deep Learning methods, in particular 

Artificial  Neural Networks, for skin cancer detection and classification. Given the encouraging findings too far, it seems likely 

that these methods will be incorporated into clinical practice in the not-too-distant future. . The deep learning architectures such as 

Deep Convolutional Neural Networks are developed to utilize the Convolutional Neural Network. It is demonstrated that accuracy 

of deep learning model is improved to 98.8% from 92.3% of Convolutional Neural Network model. 

 

Index Terms - Skin Cancer, Skin lesions, Machine Learning, Deep Learning, Artificial  Neural Networks, Deep 

Convolutional Neural Networks. 

I. INTRODUCTION 

The most prevalent malignant disease in the body is skin cancer. The unchecked and abnormal development of skin cells is the 

primary cause of this malignancy. In the nucleus of skin cells, ultraviolet radiation from sunshine and tanning lamps alters the 

genetic code. Skin cells start to develop quickly and unchecked if the body's immune system is unable to repair the damage. This 

first manifests as rapidly expanding moles with bleeding, tumors, or wounds that do not heal, which if left untreated can spread to 

other places (metastasis). The skin is the major tissue of the human body that covers the complete body and its thickness differs 

significantly over all parts of the body[1], [2]. The skin shields against thermal and mechanical harms. It also defends us against 

bacteria and the elements, and the presence of intercellular lipids prevents moisture loss [3], [4]. Skin cancer  sufferers must have 

early detection and regular diagnosis in order to survive.  Computer Based Diagnosis is basically clinical decision  support system 

that assists clinicians in the understanding  of  medical images. Its primary goal is to increase the diagnosis accuracy and 

consistency of dermatologist by decreasing the false negative rate due to observational oversight, intra-observer and inter-observer 

variation. Most of the time two types of broad methodologies are deployed in CBD systems. The first  stage is to get the position of 

the lesions. The next stage is to        classify the type of image patterns. Usually, the computer based diagnosis  system includes    three 

basic components. The foremost is the image processing and analysis system that supports to enhance and extract  the lesions by 

selection of the primary candidates of the lesions and apprehensive patterns [7], [8]. The second is the segmentation of  image 

features  for example the size, color, texture, shape and contrast of the pigments selected in the first step. It is essential to identify 

distinctive features that can discriminate consistently between a lesion and other usual anatomical structures. The last stage is feature 

processing  and classification which classifies between abnormal and normal patterns or identify skin lesion class, based on the 

features acquired in the second stage [9], [10]. 

 

1.1 Deep Learning With Medical Image Processing  

        We have more than 2000 algorithms in Machine Learning and Deep Learning ,In this paper we are using Deep 

Convolutional Neural Network and Artificial Neural Network. Machine Learning performs the needed task automatically by 

using their trained data to make predictions and decisions. They are used in a wide variety of applications. It is a part of Artificial 

Intelligence. Deep learning is a subset of Machine Learning based on Artificial Neural Network. In Image Processing the system 

processes our input image using some efficient algorithms in order to produce an enhanced and extracted image as the output. 

Medical Image Processing encompasses the use of 3D image datasets of the human body, obtained from CT scan or MRI scan to 

guide the medical interventions such as surgical planning or for some research purposes. 
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II. RELATED WORK 

In the field of medical image classification, CNNs have already been used extensively and so forth. To established a very deep 

CNN and a collection of learning frameworks with minimal training data, they obtain a dermatologist-level diagnosis of more 

than 120 thousand photographs. A pre-trained CNN technique have been used by dermatologists for dermoscopic melanoma 

recognition and comparison. The skin cancer classification process can be determined under uncertainty by using sophisticated 

methodology like Belief Rule Based Expert Systems (BRBES) in an integrated framework. The lesion boundary segmentation is 

vital to locate the lesion accurately in dermoscopic images and lesion diagnosis of different skin lesion types. In this work, we 

propose the fully automated deep learning ensemble methods to achieve high sensitivity and high specificity in lesion boundary 

segmentation. The system heavily relies on the processing unit for removing image occlusions and the data generation unit, based 

on generative adversarial networks, for populating scarce lesion classes, or equivalently creating virtual patients with pre-defined 

types of lesions. Two sets of training samples (positive and negative sample pairs) are input into the feature extraction module to 

Lightweight CNN recognition model. The contours of the pectoral muscle boundary in the blocks often reveal specific patterns in 

terms of  geometric location and topological features MFTL employs several feature extractors and classifiers for each view of 

skin images, leveraging view-information according to their contributions to skin lesion classification. Multi-View Filtered 

Transfer Learning is a kind of skin lesion classification technique that can learn various type of information from different image 

views.  

III. OVERVIEW OF PROPOSED IMAGE CLASSIFICATION FOR SKIN CANCER  

This Paper presents the first systematic review of the state-of-the-art research on classifying skin lesions with Deep Neural 

Network. The main objective of this paper is to classify the type of skin cancer from the input image and to predict the maturity 

level of skin cancer with the help of Deep Neural Network algorithms. The accuracy predicted matches the dataset so that earlier 

detection of skin effect is analyzed periodically. Skin lesion separation and classification is done using a Deep pre-trained DCNN 

model for dimensional reduction. The image is first augmented using various image processing techniques in order to make it 

suitable for analysis and skin cancer detection.  Multiple features from the images are extracted as used as base points .The 
following figure 1 shows the overall flow of proposed system architecture. 

  

 
 

Figure 1 : Proposed System Architecture 

 

3.1  Image Preprocessing  

Initially the image is processed through the kalman filter to indicate the pixel as well as the neighboring pixel to predict the 

accuracy of the lesion image. The lesion image is marked with a ruler so that how the infection spreads in a small part of the skin. 

Input image contains more number of  noises and it is too blur. So we are using Kalman filter to remove unwanted noise from the 

input image. Here genetic algorithm also used to generate high quality solutions to optimization and search problems. They are 

especially used to solve complex optimization problems.   

 

3.2  Image Segmentation   

         The processed image is given to segmentation phase. In this phase we are using Canny filter to segment the particular 

affected part from the cancer affected image. Region Base Segmentation is also done to detect the edge and boundary of skin 

lesion image. It looks for similarities between adjacent pixels such as brightness, color and texture.   

 

3.3  Feature Extraction  

      The segmented image is then given as input to feature extraction. Here we are using Gray Level Co-occurrence Matrix at 

different kernel sizes is used as input to classification algorithms. It takes the input parameters as shape, height, width, texture of 

the image. And then it identifies the diameter, area, radius, perimeter, compactness and brightness of the image. 
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 3.4  Image Classification   

        In this module the classification is done with the help of  Deep Convolutional Neural Networks and Artificial  Neural 

Networks to classify the type and the maturity level of skin cancer from the given cancer affected input image. Using these types 

of optimization approaches we can classify the skin cancer as 7 types ie.,  

 

 Melanocytic  nevi 

 Melanoma 

 Benign keratosis-like lesions 

 Basal cell carcinoma 

 Actinic keratoses 

 Vascular lesions 

 Dermatofibroma 

Deep Convolutional Neural Network which is developed in this work, optimizes both sections of the feature selection and 

classification phases. 

 

3.5  Input Dataset  

This work has achieved admirable classification accuracy on the International Skin Imaging Collaboration (ISIC) image dataset. 

It becomes a leading repository for researchers in Machine Learning for medical image analysis especially in the field of skin 

cancer detection.  The ISIC dataset is then used to test the final constructed model, and its results have been confirmed using a 

number of recent techniques to demonstrate the method's increased effectiveness. Totally there are 10,015 images, from that 8012 
images are trained and 2003 images are tested. The following table shows the total number of trained and tested images. 

 

Table 1: Number of Trained and Tested Images 

    

 

 

 

 

 

 

 

 
 

IV. RESULTS AND DISCUSSIONS  

The experiment produces the classification of skin cancer of given input images. Initially the input is given as 

csv(comma separated value) file. After all training, testing and modeling have been done with the csv file, the input is given as 

image file. CSV file only contains text values, this text file that has a specific format which allows data to be in a table structured 

format. This format contains a single line where a comma separates each database.  Here csv file is applied for training and testing 

phases. 8012 images are allocated for training and 2003 images are allocated for testing. After training, modeling phase is done. 

In each and every step, Loss and Accuracy is calculated for the model. The following figure shows an increased amount of 

accuracy for the model. 

 
                    Chart 1: Accuracy function for the model 

 

Here the training is done with the help of  ReLu  and softmax layers. ReLu denotes Rectified Linear Unit, it performs on multi 

layer neural network and does not activate all the neurons at the same time. Softmax function is to test the readability of the 

model as loss function, cross function and entropy function in order to maximize the performance of neural network. The 

following figure shows the small amount of loss for the model. 

 

 

 

 

 

INPUT IMAGES NO.OF IMAGES 

Total Images 10,015 

Trained Images 8012 

Tested Images 2003 
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        Chart  2: Loss function for the model 

 

Thus modeling procedure provides more number of accuracy and small amount of  loss. Also confusion matrix have been 

generated for predicted and actual values. Generally confusion matrix calculates the amount of  True Positive , True Negative, 

False Positive, False Negative. Here 7*7 confusion matrix have been generated for the model.  

 

 

 
 

 Figure 2 : Confusion matrix for predicted and actual values  

 

Dense package is used that deeply connected with its previous layer which is most commonly used in Artificial Neural Network. 

It classify the image based on the output layer. Arrays with their class names are defined to classify the type of skin cancer. Each 

and every label denote particular type of skin cancer. After all training, modeling and testing phases have been done ,it classifies 

the type of skin cancer for our given input image. Finally this paper reached 98.8% accuracy when compared to other literature 

papers.   

V.  CONCLUSION  

Throughout the process, a new Deep Convolutional Neural Network  and Artificial Neural Network  based approach has 

been suggested to classify the type and the maturity level of skin cancer using an efficient solution based multiple classifiers for 

melanoma detection from lesion images. Skin cancer of any form when detected in an early stage is preferably curable. This 

proves that this model developed using tensor flow, can be further modified and developed for use by oncologists for particularly 

facial cancer detection. The results obtained were satisfactory with accuracy 98.8%. With high performance, based on Artificial 

Intelligence for the detection of melanomas in images. With the correct feature extraction, selection and classification ,we can 

identify the malignant instances. Utilizing these types of optimization approaches, we can solve these issues optimally.  
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