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Abstract 

Artificial Intelligence is the area of building computing systems having intelligent behavior. It includes the various approaches based on 

logic, search and probabilistic reasoning. In this study authors discussed the journey of AI from A.I. 1.0 to A.I. 3.0. This study also tried to 

capture the challenges related to different versions of the A.I.  
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Introduction 

Artificial Intelligence (AI) is a rapidly advancing field of computer science that involves the development of intelligent machines that can 

perform tasks that normally require human intelligence, such as reasoning, learning, problem-solving, and perception. AI has the potential 

to revolutionize many areas of our lives, from healthcare to education, to manufacturing, to transportation, and beyond. 

One of the key drivers of AI is the explosion of data in the digital age. With the rise of the internet, social media, and other digital 

technologies, we are generating vast amounts of data every day. AI algorithms can process and analyze this data to identify patterns, make 

predictions, and generate insights that can be used to improve decision-making and automate routine tasks. 

AI is already being used in many industries and applications, including speech recognition, image recognition, natural language 

processing, and autonomous vehicles. For example, speech recognition algorithms are used in virtual assistants like Apple’s Siri[1], 

Google’s Assistant [2] and Amazon’s Alexa [2] to recognize and respond to human speech. Image recognition algorithms are used in 

security cameras to detect intruders and in self-driving cars to identify road signs and obstacles. Natural language processing algorithms 

[3]  are used in chat-bots and virtual assistants to understand and respond to human language. Autonomous vehicles use AI algorithms to 

sense and navigate their environment, making driving safer and more efficient. 

 

In order to ensure that AI is developed and used in a responsible and ethical manner, researchers, policymakers, and the public need to 

engage in an on-going dialogue about its potential benefits and risks. This dialogue should address key questions such as how to ensure 

that AI is transparent, accountable, and unbiased, and how to ensure that its benefits are distributed fairly across society. 

AI is a powerful technology that has the potential to transform many aspects of our lives. As AI continues to evolve, it is important for us 

to consider its potential benefits and risks and to work together to develop and use it responsibly and ethically. Only by doing so can we 

ensure that AI serves the best interests of society as a whole. 

The description of the different versions of AI and their approximate time frames: 

1. AI 1.0 (1950s-1980s): The first generation of AI focused on rule-based systems, symbolic reasoning, and expert systems. 
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2. AI 2.0 (1990s-2010s): The second generation of AI saw a shift towards data-driven approaches such as machine learning, and deep 

learning. 

3. AI 3.0 (2010s-present): The third generation of AI is characterized by the integration of AI with other technologies such as the internet 

of things (IoT), robotics, and natural language processing (NLP). 

It is important to note that the exact time frames for each generation of AI can vary depending on the source and context. Additionally, 

some experts may identify additional or alternative versions of AI. However, these three versions are generally recognized as key 

milestones in the development of AI. 

I. Artificial Intelligence 1.0, also known as AI 1.0, refers to the earliest attempts to create intelligent machines using rule-based systems. 

The idea of creating intelligent machines dates back to the early days of computing, when pioneers like Alan Turing [4] and John Von 

Neumann[5] were exploring the theoretical limits of what machines could do. 

In the early days of AI research, the primary approach was to create systems that could follow explicit rules and make decisions based on 

logical reasoning. This approach was known as symbolic AI, and it involved creating knowledge bases of rules and facts that could be used 

to infer new information and make decisions. One of the earliest examples of this approach was the General Problem Solver [6], developed 

by Allen Newell and Herbert Simon in the late 1950s. 

However, while symbolic AI showed promise in solving simple problems, it quickly became apparent that it was not suitable for more 

complex tasks. The main challenge was that the knowledge bases required to represent even relatively simple concepts could become 

incredibly complex and difficult to manage. This led researchers to explore other approaches to AI, including the statistical and machine 

learning approaches that would come to dominate later phases of AI development. 

Despite its limitations, AI 1.0 was an important milestone in the development of AI. It laid the groundwork for later approaches and 

provided valuable insights into the nature of intelligence and the challenges of creating intelligent machines. Some of the key 

achievements of AI 1.0 include the development of early expert systems, which were used in a wide range of applications, from medical 

diagnosis to financial analysis. 

Expert systems [7] were the first commercial applications of AI, and they were widely used in the 1980s and 1990s. They were designed to 

simulate the decision-making capabilities of human experts in specific domains, such as medicine or law. These systems worked by 

encoding the knowledge and expertise of human experts in the form of rules and facts, and using that knowledge to make decisions and 

solve problems. 
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    Knowledge from expert  

 Advice 

 

Figure1 : Expert System 

 

One of the most famous early examples of an expert system was MYCIN [8], developed in the early 1970s to diagnose bacterial infections. 

MYCIN was able to diagnose infections and suggest appropriate treatments with a high degree of accuracy, making it a valuable tool for 

healthcare professionals. DENDRAL [9] was also a chemical analysis expert system. 

Another important development in AI 1.0 was the creation of early natural language processing systems [10]. These systems were designed 

to enable computers to understand and generate human language, a key component of creating truly intelligent machines. While these 

systems were still relatively primitive by modern standards, they laid the groundwork for later advances in natural language processing and 

voice recognition. 

Despite its many achievements, AI 1.0 also faced significant challenges and limitations. One of the biggest challenges was the limited 

computing power and memory available at the time, which made it difficult to process and analyses large amounts of data. This limited the 

scope of AI applications and prevented researchers from exploring more advanced approaches. 
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Another limitation of AI 1.0 was the reliance on rule-based systems, which were inflexible and limited in their ability to learn and adapt. 

While these systems were effective in solving simple problems, they were not well-suited to more complex tasks, such as image 

recognition or natural language processing. 

II. Artificial Intelligence 2.0, also known as AI 2.0, refers to the period of AI development that began in the 1990s and continued into the 

early 21st century. This period saw a shift away from rule-based systems towards more data-driven approaches, and the development of 

new techniques such as machine learning [11] and deep learning [12]. 

One of the key developments in AI 2.0 was the rise of machine learning, which involves training machines to recognize patterns and make 

decisions based on data. The basic idea behind machine learning is to feed large amounts of data into a  machine learning algorithm, 

which then uses statistical methods to identify patterns and make predictions based on that data. One of the earliest examples of machine 

learning was the development of the back-propagation algorithm [13] for training artificial neural networks, which was first proposed in 

the 1980s. This algorithm made it possible to train deep neural networks with many layers, paving the way for the development of more 

complex machine learning models.  

 

Input past data 
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Figure2: Working of Machine Learning 

Another key development in AI 2.0 was the rise of deep learning, which involves training neural networks with many layers. Deep 

learning is particularly well-suited to tasks like image recognition and natural language processing, and has been used to develop some of 

the most advanced AI systems to date. 

 

Figure3: Deep Learning is a subset of Machine learning 

One of the most famous examples of deep learning is the development of the ImageNet dataset and the ImageNet Challenge [14], which 

were first introduced in 2009. The ImageNet dataset consists of over 14 million images, and the ImageNet Challenge involves using 

machine learning algorithms to classify those images into one of 1,000 categories. The development of deep learning models such as 

convolutional neural networks (CNNs) [15] allowed researchers to achieve dramatic improvements in accuracy on this challenge, and 

helped to establish deep learning as a key technique in AI 2.0. 

Another important development in AI 2.0 was the rise of natural language processing (NLP) systems, which enable machines to 

understand and generate human language. One of the key challenges in NLP is the ambiguity and complexity of human language, which 

makes it difficult for machines to understand and generate language with the same level of accuracy as humans. 
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Figure4: Applications of NLP 

One of the earliest and most famous NLP systems was ELIZA [16], developed in the 1960s by Joseph Weizenbaum. ELIZA was a simple 

chatbot that used pattern matching and substitution to simulate conversation with a human user. While ELIZA was limited in its 

capabilities, it helped to establish the potential of NLP as a key area of AI research. 

In the years that followed, researchers made significant advances in NLP, developing techniques such as part-of-speech tagging, named 

entity recognition, and sentiment analysis. These techniques enabled machines to analyze and understand language at a much deeper level, 

and paved the way for the development of more advanced NLP systems in later phases of AI development. 

Despite the many advances in AI 2.0, there were also significant challenges and limitations. One of the biggest challenges was the need for 

large amounts of labeled data to train machine learning models. This was particularly challenging in areas like NLP, where the complexity 

and diversity of human language made it difficult to obtain high-quality labeled data. 

Another challenge was the lack of explainability and interpretability in many machine learning models. This made it difficult for 

researchers to understand how these models were making decisions, and raised concerns about their potential biases and limitations. 

III. Artificial Intelligence 3.0, also known as AI 3.0, is the next phase of AI development, which is focused on developing intelligent 

systems that can operate in complex, unpredictable environments and make decisions on their own. Unlike the previous two phases of AI, 

which were focused on rule-based and statistical approaches, AI 3.0 is based on machine learning, natural language processing, and deep 

neural networks. 

One of the key features of AI 3.0 is its ability to learn from experience and adapt to new situations. This is achieved through the use of 

deep neural networks, which are modelled after the structure of the human brain. These networks are able to analyze large amounts of data 

and identify patterns and correlations that can be used to make predictions and decisions. 

AI 3.0 is also focused on developing systems that can interact with humans in a more natural and intuitive way. This is achieved through 

the use of natural language processing, which enables machines to understand and respond to human language. This technology is already 

being used in virtual assistants like Siri and Alexa, but it has the potential to be used in a wide range of applications, including healthcare, 

education, and customer service. 

One of the main drivers of AI 3.0 is the explosion of data in the digital age. With the rise of the internet, social media, and other digital 

technologies, we are generating vast amounts of data every day. AI algorithms can process and analyze this data to identify patterns, make 

predictions, and generate insights that can be used to improve decision-making and automate routine tasks. 

AI 3.0 is already being used in many industries and applications, including healthcare, finance, and transportation. In healthcare, AI 3.0 is 

being used to analyze medical images and diagnose diseases, as well as to develop personalized treatment plans based on a patient's 

genetic profile. In finance, AI 3.0 is being used to identify fraudulent transactions and make investment decisions based on market trends. 

In transportation, AI 3.0 is being used to develop self-driving cars that can navigate and respond to their environment without human 

intervention. 

Despite its many benefits, AI 3.0 also raises some significant ethical and social concerns. One of the biggest concerns is the potential 

impact of AI on employment. As AI becomes more advanced and capable, it could replace many jobs that are currently done by humans. 
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This could lead to widespread job loss and economic disruption, particularly in industries that rely heavily on routine tasks, such as 

manufacturing and transportation. 

Another concern is the potential misuse of AI for malicious purposes, such as cyber attacks, surveillance, and propaganda. As AI 

algorithms become more sophisticated, they could be used to create more convincing fake news and other forms of disinformation, making 

it harder to distinguish truth from fiction. They could also be used to conduct more sophisticated cyber attacks and surveillance, posing a 

significant threat to personal privacy and security. 

In order to ensure that AI 3.0 is developed and used in a responsible and ethical manner, it is important for researchers, policymakers, and 

the public to engage in an ongoing dialogue about its potential benefits and risks. This dialogue should address key questions such as how 

to ensure that  

AI 3.0 is transparent, accountable, and unbiased, and how to ensure that its benefits are distributed fairly across society. 

Conclusion 

Artificial Intelligence 1.0 was an important phase in the development of AI, laying the groundwork for later approaches and providing 

valuable insights into the nature of intelligence and the challenges of creating intelligent machines. While the rule-based systems of AI 1.0 

were limited in their capabilities, they paved the way for more advanced approaches that would come to dominate later phases of AI 

development. Despite its limitations, AI 1.0 remains an important milestone. 

Artificial Intelligence 2.0 was a period of significant innovation and progress in the development of AI. The rise of machine learning and 

deep learning, along with advances in NLP. 

AI 3.0 is a powerful technology that has the potential to transform many aspects of our lives. As AI continues to evolve, it is important for 

us to consider its potential benefits and risks and to work together to develop and use it in a responsible and ethical manner. 
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