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Abstract— One of the most common cancers globally is breast cancer in women. According to data from reputable health 

organizations, breast cancer, therefore, causes a serious human setback that raises the death rate. Any health issue that is 

detected early may have a speedy recovery. In this research study, many factors that characterize the state of human existence 

now were used to analyze breast cancer. This uses machine learning approaches to anticipate the occurrence of breast cancer 

by identifying and analyzing human life quality variables. The information used in this evaluation inquiry was acquired from 

a sample of Bangalore area people as well as information that was factually stored online. Classification methods the 

measurements analysed to present the results utilising the various error measures RMSE, MAE, and Kappa measuring esteem 

include accuracy, recall, precision, and F-measures. K-means++ clustering computation and the C4.5 decision tree techniques 

are used in this investigation. The accuracy of the suggested machine learning model's C4.5 computation was 98.97%, and 

it’s K-means++ grouping accuracy was 97.98% over the real-time data. 

Index Terms: Prediction, breast cancer illness, K-means++ Clustering, Life quality attributes, C4.5 Algorithm. 

I. Introduction 

The most prevalent cancer among women is breast cancer. When normal restrictions on cell death and cell division are absent 

in the breast tissue, malignant tumors (tumours) form. Consequently, breast cancer is the term used to describe malignancy 

in breast tissue. In women, it is the cancer kind that is most common worldwide. Around 10% of all women, throughout 

various phases of life, find this to be distressing. Even though most breast cancers have unknown exact origins, scientists 

have identified a few risk factors that increase a woman's likelihood of acquiring breast cancer. Age, family history, and 

genetic risk are some of these characteristics. Despite being the second-leading cause of cancer mortality in women, breast 

cancer has a remarkable survival rate. 97% of women continue to survive after 5 years or more because of early diagnosis 

[2]. Chemotherapy and hormone therapy are two frequent forms of treatment that are administered to cancer patients as part 

of organized regimens. Although the majority of women have many recognized risk factors for breast cancer, they have never 

been diagnosed with the disease. The two biggest risk factors for breast cancer are being female and becoming older [3]. 

Breast cancer may actually have more than one cause in reality. 

An efficient and effective way to extract knowledge from unstructured data is through data mining (DM). Different 

challenges that raw data encounters prevent the use of classic or conventional methodologies for knowledge extraction [1, 

2]. Different data types should be supported by DM in all configuration forms. Data mining in medicine or healthcare has 

several facets and is dedicated to both data mining and medicine [3, 4]. The estimation of health expenses, diagnosis, and 

visualisation; the extraction of hidden values from biological information; and the discovery of a link between illnesses and 

http://www.ijcrt.org/


www.ijcrt.org                                                            © 2023 IJCRT | Volume 11, Issue 3 March 2023 | ISSN: 2320-2882  

IJCRT2303267 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org c409 
 

medications are among the significant medical qualities that are mentioned. A significant quantity of raw data that takes 

views has been produced as a result of the advancement of information storage technologies [5, 6]. These opinions on 

advanced algorithms and current storage technology are growing. Normal raw data may be used to learn useful and beneficial 

things. The minor extraction of accurate, already obscure, and practical viewpoint information from the data is known as 

knowledge discovery [7]. Reasonably time-multifaceted character, understandability, accuracy, and beneficial outcome are 

appealing qualities for extracted knowledge. The knowledge that is extracted provides fresh data for new applications and 

discoveries. DM was the first. 

Breast cancer must emerge as the leading factor in women's deaths in industrialized nations. The most efficient strategy to 

lower the death rates brought on by breast cancer will be through early identification [5]. The distinction between benign and 

dangerous breast cancers may be made by doctors without a surgical sample, but early identification calls for a precise and 

steadfast diagnosis technique. One of the most interesting and difficult tasks where to develop data mining applications is 

predicting the outcomes of disease. Research organizations have access to vast amounts of medical data thanks to computers 

and automated technologies [7]. The process of information discovery that uses intellectual approaches to find patterns in 

data is known as data mining. In this work, C4.5 decision trees and the k-means++ clustering method have been used to 

diagnose and predict breast cancer. 

Breast cancer prognosis indicates when breast cancer is likely to recur in a patient's health based on their current state of 

health [8]. Breast cancer diagnostic separates benign from malignant breast lumps. This study's goal is to examine how 

human life scenario characteristics affect breast cancer treatment, post-breast cancer survival rates, and breast cancer 

prevention by keeping some characteristics of the disease at a certain level. 

II. LITERATURE REVIEW 

Nishtha Hooda suggested the disease's mortality aspect and its correlation with numerous risk factors, such as demographics, 

the percentage of pesticide residue in the water and soil, the way of life of women in the afflicted area, water consumption,  

and the patient's level of pesticide exposure [6]. 

T. Panduranga Vital suggested K-means, hierarchical and multidimensional scaling, as well as other statistical and clustering 

techniques (MDS). According to statistics data, more women than males in zone 1 of AP are affected by cancer. Breast 

cancer is the most common type of cancer in women, whereas lung cancer is the most common type in males. The research 

also yields intriguing findings about cancer-related lifestyle choices and practices. For predicting cancer, unsupervised 

machine learning techniques also produce strong results[10]. 

The probabilistic approach, which surpasses the hierarchical clustering technique, was proposed by S. M. Halawani et al. 

when the majority of the cluster points are grouped into one. However, this might be a disadvantage as a result of the wrong 

choice of distance measurement.[13] 

Sahar A. Mokhtar has examined numerous classification and categorizing processes. The approaches employed for its 

analysis include the support vector machine, decision tree algorithm, and artificial neural network methodology [37]. The 

Chi squared approach and the pruning technique are used to create the decision tree algorithm. With the use of a polynomial 

kernel, it was used to discover the best pattern for an artificial neural network and create a support vector machine. 

Milon Islam introduces the Support Vector Machine and K Nearest Neighbors, which are the supervised machine learning 

approaches for breast cancer diagnosis by training its characteristics, and presents a unique method for the prediction of 

breast cancer. The suggested technique employs 10-fold cross validation to provide reliable results. The UCI machine 

learning repository was used to obtain the Wisconsin breast cancer diagnostic data set. Accuracy, sensitivity, specificity, 

false discovery rate, false omission rate, and Matthews correlation coefficient are taken into account while evaluating the 

performance of the suggested system [38]. 
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III. Implementation and System Design 

 

 

Fig. 1 Functional components of a system for predicting breast cancer disease 

For the study and analysis, the data from the online repository is taken into account. This information includes a wide range 

of characteristics, including a family history of breast disease, Habits like smoking and consumption of tainted food, alcohol, 

and a hot beverage, among others. To prepare the data for usage with data mining techniques, preprocessing is done on the 

data. The study investigation employed the c4.5 method and K-means clustering approaches [26] [27]. The system is trained 

and developed using these characteristics with the goal of detecting and preventing breast disease. Depending on how the 

features of breast illness are impacted, these attributes are crucial in the diagnosis of breast disease. 

For the purpose of developing and testing a framework for forecasting breast disease, the information taken into account is 

split 80:20. The C4.5 decision tree model is then developed for more research and evaluation, with the weighting of a large 

example and the order tactics around it. The bunching model is created using the K-implies grouping technique, and the 

model's performance is examined using several accuracy measures, such as precision, recall, and specificity. He table I in 

this research study and analysis lists the aspects of life quality that were taken into consideration. 
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TABLE 1. Breast Cancer creating life quality attributes and its ranges 

 

Data sets that cause breast disease and data sets that don't cause illness are divided into two categories. Making use of the k-

means++ clustering technique. The collection's underlying focal point is determined by using the important example 

weightage, which is separately established and whose mean value is used. In this approach, the estimation of "k" stands for 

groups, whereas the estimation of "D" stands for informative collections with "n" objects. Choose the arrangement of mean 

extents from the well-known example weightage as the first stage in this methodology, and then select the commencement 

or beginning point. The second step is to map the best appropriate cluster for each item using the mean value of significant 

pattern weighting.  
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Pseudo Code of K-Means++ clustering Algorithm    

Step 1: Randomly select the first centroid (c j) from the data points. 

Step 2: For each data point compute its distance from the nearest, previously chosen centroid. 

Step 3: Compute distance of all points in the dataset from the selected centroid. The distance of x i point from the 

farthest centroid can be computed by 

𝒅𝒊 = 𝐦𝐚𝐱(𝒋:1->m) ‖X i – C j‖2 

Where di: Distance of Xi point from the farthest centroid. 

m: number of centroids already picked.  

Step 4: Make the point x i as the new centroid that is having maximum probability proportional to d i. 

Step 5: Stop if no data points were changed; otherwise, go back to step 3 and repeat again. 

   

 

B. C4.5 Algorithm 

 The data gain percentage, which is determined by entropy, is what the algorithm C4.5 depends on. At each hub in the tree, 

the test highlights are selected using the data gain proportion metric. Component (property) determination measure is the 

phrase used to describe such a measure. The test feature for the current hub is chosen to be the character with the most 

stunning data increase proportion. Assume that D is a collection that contains (D1...Dj) data samples [33]. Assume that the 

class mark characteristic, Ci(for I = 1,...,m), has m distinctive characteristics that define m-specific classes. Give Di a chance 

to take more tests than D in class Ci. The typical information needed to order a particular sample is provided by 

SplitinfoA(D)=- Σ (|D𝑗 |/|D|)*log ((|D𝑗 |/|D|)) 

Where  

𝐺𝑎𝑖𝑛 = 𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝐴(𝐷) 

𝐼𝑛𝑓𝑜(𝐷) = −∑𝑝𝑖𝑙𝑜𝑔2(𝑝𝑖) 

and 

 

Where  

Pi= probability ,D =data Set, S is a subattribute of the attribute, and (|Dj|/|D|) serves as the jth partition's weight. Gain (A) 

is, in other words, the anticipated decrease in entropy brought on by knowing the value of feature A. 
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Pseudo Code of C4.5 decision tree Algorithm :    

//INPUT: A dataset with attribute values D 

Step1: tree = {} 

Step2: If D meets other stopping requirements or is "Pure," then 

Step3: Stop 

Step4: end if 

Step5: ⱯAttribute sЄ D do 

Step6: If we split based on 's,' compute information-theoretic criteria. 

Step7: end for 

Step8: sbest = Best characteristic based on the computations made above 

Step9: tree = Make a decision node that tests the root sbest option. 

Step10: Dv = sub-datasets that D induced based on sbest 

Step11: Ɐ  Dv do 

Step12: tree v=C4.5 (Dv) 

Step13: Connect treev to the appropriate tree branch. 

Step14: end for 

Step15: Return Tree 

 

 

IV. Results and Discussions 

 

Equation (1) & (4) provides the mathematical representations for the three statistical techniques of precision, recall, accuracy, 

and F-measure used to examine the performance of the breast disease prediction system. With test data, the system's 

performance is evaluated, and accurate and incorrect categorizations are noted to calculate the system's accuracy. This system 

uses occurrences that have been classified favorably and negatively to determine their accuracy. 

 

                         (1) 

 

                            (2) 

                                             (3) 

                                (4) 

 

 

A. Mean Absolute Error 

The equation provides a mathematical description of mean absolute error (MAE) (5). The absolute difference between 

expected and actual outcomes is measured by the mean test.                            (5) 
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B. RMSE (Root Mean Squared Error)  

Equation(6)  is used to determine the size of RMSE. It is the average squared difference between the forecast and the actual 

observation. 

 

                 (6) 

 

C. Kappa Statistics 

The representation of the equation for estimating kappa statistics is (7). Kappa statistics gives information to identify the 

extent to which doctors influence one another beyond what you may expect to observe based only on chance. 

 

                     (7) 

 

 

 

 

 

Table II. K-Means++ Clustering Statistical Values 

Cluster TP FP Precision Recall F - Measure 

Cluster 1 1 0.001 0.998 0.9991 0.999 

Cluster 2 1 0 0.998 1 1 

Cluster 3 1  0 1 0.993 0.994 

Cluster 4 0.002  0 0.994 1 0.996 

Cluster 5 0.932  0.001  1  0.996 1 

 

 

Table II presents the statistical results of many metrics produced from the k-means++ clustering method. The true positive 

values are relatively near to one, according to the statistical information in the table. The near-zero or zero number of false 

positives shows that this method provides an improved early diagnosis of breast cancer sickness. 

 

Table III.Statistical Values of C4.5 

 

Cluster TP FP Precision Recall F - Measure 

Breast cancer 

Malignant 

0.997  0.048  0.946 0.963 0.956 

Breast cancer 

Benign 

0.989 0.059  0.998 0.982 0.949 

Weighted 

average 

0.979 0.049 0.974 0.978 0.956 

 

The statistical values of various accuracy metrics utilising the C4.5 decision tree technique are shown in Table III. The real 

positive values and false positive values in this method are both extremely close to one. These findings demonstrate that a 

life quality-based early diagnostic strategy performs better in predicting breast cancer illness. 
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Table IV.Error Statistics 

Cluster K-Means++ C4.5 

Root mean squared error (RMS) 0.0256   0.2241 

Mean absolute error (MAE) 0.0082  0.1730 

Kappa statistic (KS) 0.9758  0.9108 

 

The error measurements produced by the categorization processes are shown in Table IV. It is employed to verify the veracity 

of the analysis's findings. This research uses three calibrated error measures, and the error statistics clearly demonstrate how 

well this early diagnostic strategy predicts breast cancer. 

 

 

 
 

Fig. 2 Representations of error measurements 

 

It is important to recalculate the separation between each data point and the newly discovered cluster centres. The erroneous 

readings are visually represented in Figure 2. This illustration makes it clear that the k-means++ technique results in lower 

RMSE when compared to the C4.5 strategy. The following error measure kappa statistic favours the k-means++ method over 

the C4.5 decision tree strategy. 

 

V. Accuracy Evaluations 

Cluster  K-Means++  C4.5  

Accuracy  97.98% 98.87% 
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Fig. 3 Accuracy representations 

 

Figure 3 illustrates classification process accuracy in a visual manner. These illustrations demonstrate that the c4.5 technique 

outperforms K-means++ in terms of accuracy and precision. The data employed in the decision tree technique and the variety 

and type of data contained in the various clusters are to blame for this. 

 

V. CONCLUSION 

 

Major essential parameters taken into account in this research are lifestyle factors and their ranges with various levels of risk. 

This study uses the categorization techniques c4.5 decision tree and the k-means++ mechanism to more precisely forecast 

breast cancer sickness. When compared to the K-means++ clustering approach, the life quality characteristics and the c4.5 

algorithm offer superior accuracy. The features targeted for prediction in this study have a significant impact on breast cancer 

diagnosis, prognosis, and prevention. This study aids both the patient and the doctor in projecting breast cancer illness early 

and affordably. The improvement of life quality characteristics and the development of a framework for early illness 

identification are the next steps. The ongoing development of this study include improving life quality features and 

developing a framework for multiple illness early diagnosis. 
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