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Abstract:  With every small advancement in artificial intelligence, human civilization is approaching the age of AI where AI would be 

guiding humans from small mathematical calculations to large calculations in finding the deep secrets of the universe. Convolutional 

Neural Networks is one of the techniques that can help humans in the medicinal fields. With many applications running already, these 

networks need to be more accurate and efficient. The dataset for the artificial neural network training is one of the major requirements 

other than the model architecture and optimization methods. Early diagnosis of pneumonia plays an important role in the successful 

treatment of the infection. Chest X-rays are the best available diagnostic process for pneumonia. However, medical image diagnostics 

can be erroneous for inexperienced radiologists, and time-consuming for experienced radiologists. Pneumonitis appearance in the X-

rays can mimic other abnormalities. Using this paper we propose a deep learning model for the detection of pneumonia, that can achieve 

better performance metrics using the Nadam optimization algorithm. We have also highlighted the major issue while developing a 

neural network for image-processing tasks such as image classification, segmentation, and detection of objects. 

 

Index Terms - Convolutional Neural Network, Machine Learning, Dataset, Chest X-ray, Radiology, Image Segmentation, 
PACS. 

 

I. INTRODUCTION 

Acute respiratory lung infection known as pneumonia can be brought on by several pathogens, such as bacteria, viruses, and fungi. 

Alveolar sacs can become swollen and filled with fluid or pus, and the alveoli can become inflamed [1]. Early identification of 

pneumonia is crucial to the infection's successful treatment. Pneumonia can be fatal and ranges in severity from moderate to severe, 

especially in elderly people, children, and those with weakened immune systems. Pneumonia affects over 200 million people worldwide 

each year, with children under 5 and individuals over 60 having the disease at the highest rates [2]. Nearly 14% of fatalities in children 

under the age of five are caused by pneumonia [1]. Antibiotics are typically used to treat pneumonia to eradicate the bacteria that causes 

the infection. Hospitalization and supportive treatment, such as oxygen therapy, may also be necessary. If you suspect you have 

pneumonia, seeking medical assistance is critical because prompt treatment can lessen complications and improve results.  

The most popular method for diagnosing all types of pneumonia involves examining the increased opacity in certain lung regions as 

shown on a chest radiograph, or chest X-ray (CXR). Due to lung inflammation and the significant volumes of fluids present in the 

affected locations, the opacity has risen [3]. The possibility of pulmonary edema [4], which is typically brought on by cardiac issues, 

internal lung bleeding, lung cancer, or in some patients, atelectasis [5], which results in the unilateral collapse or shutdown of a part of 

a lung or the entire lung itself, can cause complications with the diagnosis of pneumonia through CXR. In this condition, alveoli are 

deflated to very low volumes, visible from the increased opacity of the affected part seen in the CXR. Due to these complications, it 

becomes vital for having trained physicians and specialists, equipped with the patient’s clinical record, to study the CXRs at different 

time frames for comparison and proper diagnosis. 
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In the late nineties, AI was the focal point of research. But due to the non-availability of high-speed computing engines, the researchers 

were not able to develop breakthrough models [7]. The Artificial Neural Network made a comeback after AlphaGo, Google’s Deep 

Learning Program [7]. With breakthroughs in the fields of image and speech recognition, natural language processing, and playing 

games deep learning has come up as a potential technology that can assist us to reach the age of AI. Deep learning can learn over time 

without the need for explicit computing. The opaqueness and requirement of a large amount of labelled data can pose possible problems 

while developing a model based on deep learning techniques. Deep learning in medical imaging to study the anatomical or pathological 

structure of the human body has emerged as a potential player to perform various analytical processes [8-10]. 

The Convolutional Neural Network (CNN) is the most used deep learning network. The CNNs is a collection of an artificial model 

like a human visual cortex. CNNs can extract graphical features from an image. There have been developments of different CNN-based 

models that have achieved a state of result in classification, and object detection [11].  

Section II of this paper reviews the literature related to works on pneumonia detection using artificial intelligence, and the advancement 

of machine learning in medical diagnosis followed by section III proposes the architecture of a custom model created. Section IV of 

the paper describes the metrics of evaluation of the model and results obtained on successful implementation of the model. Section V 

is the concluding section of our paper along with future works. 

 

II. LITERATURE SURVEY 

Researchers in the past have emphasized using deep modern-day frameworks, namely, CNNs to tackle the problem latest diagnosis 

of contemporary pneumonia [12-15]. but, most ultra-modern work finished within the literature specializes in the detection of 

pneumonia with brand new capabilities via present-day CNN architectures which are deeper than conventional, few-layer architecture, 

an instance, VGGNet proposed by way of Simonyan and Zisserman [16] and ResNet proposed through He [17]. For instance, Kermany 

et al [12] carry out a comprehensive look at trendy improved modern diagnostic equipment to deal with sufferers with treatable blinding 

retinal illnesses and pneumonia with a deep CNN. one of the problems with those deep, cutting-edge CNN architectures is the problem 

state-of-the-art education all the corresponding layers which seem to be quite time-taking and computationally huge.  

To clear up this, Kermany et al.[12] used a technique referred to as “transfer learning” which basically manner using pre-educated 

weights inside the neural community to kick-start the initialization of today's state-of-the-art and expedite the entire training technique 

through all its layers with the requirement today's handiest fragment trendy the training facts. every other instance of modern-age usage 

of very deep convolutional architectures is established by way of ChexNet proposed by Rajpurkar et al [13]. Their architecture 

efficiently identifies pneumonia and goes similarly to localize the region’s maximum lung inflammation in a heat-map style [14]. Zech 

et al. Studied the performance of modern-day education’s latest ChexNet on an inner dataset present-day pneumonia and regular clinical 

CXRs and examined it on an external dataset. thru the work done[14], it has become very clear that a generalized pneumonia detection 

model must gain knowledge of pooled data from different resources (say, hospitals or unique departments in a hospital) for higher 

generalization modern-day version behavior. Pankratz [18] made use trendy a machine brand new set of rules specifically logistic 

regression to locate usual interstitial pneumonia (UIP) distinguished from non-UIP cases with the place below the receiver-operator 

function curve (AUC) to be as excessive as 0. Ninety-two. normally, there is a trade-present day between the intelligibility of state-of-

the-art machine latest systems and the accuracy they obtain within the field of medication. The models that attain excessive accuracy 

commonly aren't very intelligible. In other words, one cannot precisely apprehend every step of the process a less intelligible model 

undertakes, and as a result, understanding, enhancing, or validating modern-day parameters brand new fashions becomes tough, even 

though they offer high accuracy.  

Figure 1:Deaths Caused by Pneumonia as compared to other deaths [6] 
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We see such an exchange in modern-day whilst we are confronted to pick out among easy and intelligible systems the latest algorithms 

like logistic regression or random forest positioned in opposition to the more complicated, less intelligible deep brand new models like 

synthetic neural networks which provide higher accuracy. In an area like a medicinal drug, excessive accuracy may not always be the 

prime aim due to the fact these AI systems are augmented - with the supervision modern a certified character (say, the doctor) who has 

the very last say. To resolve this problematic exchange-modern day, Caruana et al., worked on the development state-of-the-art 

intelligible model using generalized additive fashions (GAMs) [19]  to make generalized additive models with pairwise interactions 

(GA2 Ms) to reap accuracy on CXR statistics [20]. Wang et al. created a hospital-scale chest X-ray dataset and collected over a hundred 

thousand frontal view CXRs of over 30000 specific patients for 8 common thoracic sicknesses [21]. this type of pneumonia changed 

into detected through localization through a unified weakly-supervised multilabel photograph classification framework. For CNN, they 

used switch modern day (ImageNet pre-educated) to apply AlexNet, GoogLenet, VGGNet, and ResNet except for the closing 

completely related layers for each of those models.  

For pneumonia, their approach encountered a precision latest of 0.66, a recall of 0.93, and an F1-rating of 0.77. Sirazitdinov et al.[22] 

used a combination of trendy two fashions, namely, masks R-CNN [23] and RetinaNet [22] to form a deep ensemble version for the 

detection and localization of trendy pneumonia. They suggested Average Precision (mAP) for localization state-of-the-art pathology 

and similar precision, recall, and F1-ratings of 0.758, 0.793, and 0.775. Following a comparable approach, Stephen et al used a simple 

CNN architecture with some layers to gain high validation accuracy on a dataset of cutting-edge CXRs [23].  

III. PROPOSED ARCHITECTURE 

The initial formulation of architecture for the CNN model is done with five key steps starting from the collection of the dataset, 

preprocessing the CXRs, model design methodology, model testing, and evaluation, and the last one being the model deployment using 

web framework. 

 

Figure 2: The designing process of the custom CNN model. 

3.1 Dataset 

We used the dataset of chest x-ray images contributed by Kermany et. Al on Mendeley Data [24] on 1 June 2018. The dataset is 

available on Kaggle. The total number of images in the dataset is 5836, divided into groups specifying testing, training, and validation 

set. A further division based on pneumonia and normal chest x-rays is done on the images. 

 

Table 1: Distribution of Dataset 

Category Training Validation Testing 

Normal 1341 234 234 

Pneumonia 3875 390 390 

Total 5216 624 624 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Sample Image 1 Figure 4: Sample Image 2 
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3.2 Preprocessing of X-ray Images 

Due to the limited color space of x-ray images, many differences were not visible on various parts of the images like the edges. This 

reduced the probability of certain features getting detected in the training process. The images were subjected to various augmentation 

techniques like flipping, shifting, and zooming. The images were resized to the dimension of 64x64 also the pixel values were divided 

by 255 so that the pixels are floating point numbers between 0 and 1. This whole augmentation process was done to reduce the 

overfitting problem [25]. 

 

3.3 CNN and Model Design 

Artificial Neural Networks (ANNs) are computational processing systems inspired by the operations of the biological nervous systems. 

ANN comprises a large network of computational nodes or neurons that work collectively to learn from the input for the optimization 

of the final output[26].  

Convolutional Neural Networks (CNNs) are analogous to traditional ANNs. CNNs compose self-optimizing neurons[26].  

Modern deep learning models use CNN-based algorithms. CNN-based models have 3 major layers the input layer, the output layer, 

and the hidden layers. The hidden layer includes a convolutional layer that figures out the output of the neurons connected to local 

regions of the input layer. The next is the pooling layer which down samples along the spatial dimensionality of the input reducing the 

number of parameters. The last one is fully connected layers which perform specific functions to produce scores from the activations 

used for the image classification process[27].  

The neurons in convolutional layers are connected to neurons in the next convolutional layer. This design method allows the network 

to focus on even a low-level feature in the previously hidden layer, and then aggregate them into high-level features in the next hidden 

layer.  

The pooling layer is used to reduce the dimensional complexity of the representation without losing information. Most CNNs use the 

max-pooling layer which scales down the activation map according to the dimension and applied stride while keeping the depth volume 

to its standard size[26]. Max pooling is used in the model.  

Another important terminology in CNNs is the activation function. It is generally a feature of activated neurons that can be kept and 

mapped out by a non-linear function, which can be used to solve non-linear problems. They increase the expression ability of the neural 

network. Some activation functions are sigmoid, tanh, softplus, ReLu, etc.  

The ReLu function is the best available function [28] since the saturation for positive values is zero and computation is fast as compared 

to other available functions. ReLu is also used in our model. ReLu stands for the rectified linear unit and is a type of activation function. 

Mathematically, it is defined as: 

          𝑦 = 𝑚𝑎𝑥(0, 𝑥)   (1) 

Visually, it looks like the following:   

 

 

 

 

 

 

 

 

To minimize the loss function which is nothing but the difference 

between the prediction made by the model and the ground-level values, the model must be perfected with an optimization algorithm. 

Using optimizers, we can reduce the learning time of the model and can set certain weights, which can help improve the model's 

accuracy.  

We have used the Nadam optimization algorithm [29], a variant of the Adam algorithm [30]. Both are first-order iterative-optimization 

algorithms for finding local minima of a differentiable function. 

Figure 5: ReLu Function Graph 
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Figure 6: Gradient Descent [31] 

3.4 Methodology 

The literature review reveals several works about the use of handcrafted features for detecting pneumonia in chest x-rays. Some studies 

reported the performance of deep learning methods applied to pneumonia detection in pediatric CXRs (Chest X-rays). Few researchers 

tried to offer a qualitative explanation of their model’s learned behavior, internal computations, and predictions [32]. 

 

 

 

 

In this research, all the data is image formatted, in which pattern identification and classification are needed. These tasks require the 

use of a proper Hardware system that can handle the image processing task efficiently. Python Programming Language has been used 

in this project, but due to a lack of hardware processing power, normal laptops or systems might be not able to handle the model-

building process smoothly.  We have used hardware acceleration using GeForce GTX 1050 dedicated memory while the processor of 

the system is Intel’s 9th Gen i5 processor having 2.40 clock speed.  

All the required libraries of python have been imported to properly implement the coding construct of the model. The most important 

library is Keras that have vast CNN functions. The image data is labeled and then augmented. The model consists of five convolutional 

Figure 7: Custom CNN Architecture 
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blocks including convolutional layers, a max-pooling layer, and batch normalization. n. On top of it, a flattened layer is followed by 

four fully connected layers. Also, dropouts have been used to reduce over-fitting [33].  

Throughout the model, the activation function used is ReLu except for the last layer where it is a sigmoid function as this problem 

belongs to the binary classification segment. Nadam as optimization algorithm and cross-entropy as loss are used. Before training the 

model, callbacks like model checkpoints and early stopping are defined. A separable convolution layer is used to factorize a convolution 

kernel into two smaller kernels. The separable layer first performs depth-wise convolution and then point-wise convolution. To 

standardize the inputs to a layer batch normalization has been used. This makes sure that there’s no activation too high or too low. 

IV. MODEL EVALUATION AND RESULTS 

The model is trained on the training dataset consisting of 5216 images and tested on the testing dataset consisting of 624 images. 

The results obtained include various parameters such as Accuracy, Precision, Recall, and F1 score which can be used to evaluate and 

compare the proposed model against existing models. The accuracy of the model is 95% with a loss of 11% while training.in the testing 

phase of the model, an accuracy of 91% with a Recall value of 96 % was obtained while the precision stood out at 89 %, and the F1-

Score evaluating at 93%. 

 

 

 

 

 

 

 

 

 

 

The graphs representing the change in the training and validation accuracy and loss over the number of epochs are shown in figures 8 

and 9 respectively. It is observed that after the 10th epoch, the model accuracy and loss remain relatively stable with no sudden changes. 

Epoch-29 produces a model with the highest training accuracy of 95.9%.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: Confusion Matrix of the custom Model 

 

Another way of representing the results of the model is to build a confusion matrix [27]. The Y-axis of the confusion matrix holds the 

predicted values, while the X-axis holds the true values. The confusion matrix for our latest experiment is shown in figure 10. With the 

trained model, 377 out of 390 were accurately predicted as images of X-rays with pneumonia, while 191 out of 234 were accurately 

predicted as X-rays without pneumonia. This again gives us a model accuracy of 91.02%, which is comparable to the results in 

[34,35,36].  

V. CONCLUSION 

This paper provides insight into the use of deep-learning neural networks that can assist the radiologist for early diagnosis of pneumonia, 

a leading cause of most deaths worldwide. With the proposed model the accuracy being considerable still need refinement. The model 

can overfit due to the small size of the dataset. There is a need for research on the proper labeling and storing of CXRs. 

Figure 8: Model Accuracy Graph Over Time Figure 9: Model Loss Graph Over Time 
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With the advancement in technology, modern Picture archiving and communication systems (PACS) can be designed and developed 

to store the database for Chest X-rays in an organized manner. The medical authorities should provide the data on the internet while 

maintaining the privacy of the patients stored in the current PACS for refinement and segmentation so that more effective research can 

be done using the dataset. 

With the increase in processing capabilities of the computer system every year, a model must be created in such a way that the utilization 

of resources is very efficient. Alongside the detection of pneumonia, experiments on CNN architecture should be designed for various 

other diseases.  

REFERENCES 

[1] https://www.who.int/news-room/fact-sheets/detail/pneumonia 

[2] Ruuskanen, O.; Lahti, E.; Jennings, L.C.; and Murdoch, D.R. (2011). Viral pneumonia. The Lancet, 377(9773), 1264-1275.4. 

[3] Franquet, T. (2018). Imaging of Community-acquired Pneumonia. Journal of Thoracic Imaging, 33(5), 282-294. 

[4] Staub, N.C. (1974). Pulmonary edema. Physiological Reviews, 54(3), 678-811. 

[5] Woodring, J. H.; and Reed, J. C. (1996). Types and mechanisms of pulmonary atelectasis. Journal of Thoracic Imaging, 11(2), 92-

108. 

[6] https://data.unicef.org/topic/child-health/pneumonia/ 

[7] M. Minsky, S.A. Papert, “Perceptrons: An Introduction to Computational Geometry”, MIT Press, Cambridge, MA, 1969. 

[8] G.G.R. Schramek, D. Stoevesandt, A. Reising, J.T. Kielstein, M. Hiss, H. Kielstein, Imaging in anatomy: a comparison of imaging 

techniques in embalmed human cadavers, BMC Med. Educ. 13 (1) (2013) 143. 

[9] J. Li, Z. Liang, S. Wang, Z. Wang, X. Zhang, X. Hu, K. Wang, Q. He, J. Bai, Study on spinal cord injury's pathological and 

biomedical characteristics by confocal raman microspectral imaging, Spectrochim. Acta Part A Mol. Biomol. Spectrosc. 210 

(2019) 148–158. 

[10] D.J. Winkel, T. Heye, T.J. Weikert, D.T. Boll, B. Stieltjes, Evaluation of an ai based detection software for acute findings in 

abdominal computed tomography scans: toward an automated work list prioritization of routine ct examinations, Invest. Radiol. 

54 (1) (2019) 55–59. 

[11] A. Seff, H. C. Shin, J. Yao, L. Lu, L. Kim, and R. M. Summers, Interleaved text/image deep mining on a large-scale radiology 

database for automated image interpretation, Journal of Machine Learning Research, vol. 17, no. 107, pp. 1–31, 2016 

[12] Kermany, D.S.; Goldbaum, M.; Cai, W.; Valentim, C.C.S.; Liang, H.; Baxter, S.L.; McKeown, A.; Yang, G.; Wu, X.; Yan, F.; 

Dong, J.; Prasadha, M.K.; Pei, J.; Ting, M.Y.L.; Zhu, J.; Li, C.; Hewett, S.; Dong, J.; Shi, W.; Fu, X.; Duan, Y.; Huu, V.A.N.; 

Wen, C.; Zhang, E.D.; Zhang, C.L.; Li, O.; Wang, X.; Singer, M.A.; Sun, X.; Xu, J.; Tafreshi, A.; Lewis, M.A.; Xia, H.; and 

Zhang, K. (2018). Identifying medical diagnoses and treatable diseases by image-based deep learning. Cell, 172(5), 1122-1131. 

[13] Rajpurkar, P.; Irvin, J.; Zhu, K.; Yang, B.; Mehta, H.; Duan, T.; Ding, D.; Bagul, A.; Langlotz, C.; Shpanskaya, K.; Lungren, M.P.; 

and Ng, A.Y. (2017). Chexnet: Radiologist-level pneumonia detection on chest x-rays with deep learning. arXiv preprint 

arXiv:1711.05225. 

[14] Zech, J.R.; Badgeley, M.A.; Liu, M.; Costa, A.B.; Titano, J.J.; and Oermann, E.K. (2018). Variable generalization performance of 

a deep learning model to detect pneumonia in chest radiographs: A cross-sectional study. PLOS Medicine, 15(11), e1002683. 

[15] Xu, X.; Jiang, X.; Ma, C.; Du, P.; Li, X.; Lv, S.; Yu, L.; Chen, Y.; Su, J.; Lang, G.; Li, Y.; Zhao, H.; Xu, K.; Ruan, L.; and Wu, 

W. (2020). Deep learning system to screen coronavirus disease 2019 pneumonia. arXiv preprint arXiv:2002.09334. 

[16] Simonyan, K.; and Zisserman, A. (2014). Very deep convolutional networks for large-scale image recognition. arXiv preprint 

arXiv:1409.1556. 

[17] He, K.; Zhang, X.; Ren, S.; and Sun, J. (2016). Deep residual learning for image recognition. In Proceedings of the IEEE 

Conference on ComputerVision and Pattern Recognition (CVPR). Las Vegas, NV, 770-778. 

[18] Pankratz, D.G.; Choi, Y.; Imtiaz, U.; Fedorowicz, G.M.; Anderson, J.D.; Colby, T.V.; Myers, J.L.; Lynch, D.A.; Brown, K.K.; 

Flaherty, K.R.; Steele, M.P.; Groshong, S.D.; Raghu, G.; Barth, N.M.; Walsh, P.S.; Huang, J.; Kennedy, G.C.; and Matinez, F.J. 

(2017). Usual interstitial pneumonia can be detected in transbronchial biopsies using machine learning. Annals of the American 

Thoracic Society (ATS), 14(11), 1646-1654. 

[19] Hastie, T.; and Tibshirani, R. (1995). Generalized additive models for medical research. Statistical Methods in Medical Research, 

4(3), 187-196. 

[20] Caruana, R.; Lou, Y.; Gehrke, J.; Koch, P.; Sturm, M.; and Elhadad, N. (2015). Intelligible models for health care. Proceedings of 

the 21st ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD’15). 1721-1730. 

[21] Wang, X.; Peng, Y.; Lu, L.; Lu, Z.; Bagheri, M.; and Summers, R.M. (2017). Chestx-ray8: Hospital-scale chest x-ray database 

and benchmarks on weakly-supervised classification and localization of common thorax diseases. Proceedings of the IEEE 

Conference on Computer Vision and Pattern Recognition. Honolulu, HI, 3462-3471. 

[22] Sirazitdinov, I.; Kholiavchenko, M.; Mustafaev, T.; Yixuan, Y.; Kuleev, R.; and Ibragimov, B. (2019). Deep neural network 

ensemble for pneumonialocalization from a large-scale chest x-ray database. Computers and Electrical Engineering, 78, 388-399. 

http://www.ijcrt.org/
https://www.who.int/news-room/fact-sheets/detail/pneumonia
https://data.unicef.org/topic/child-health/pneumonia/


www.ijcrt.org                                                                  © 2023 IJCRT | Volume 11, Issue 1 January 2023 | ISSN: 2320-2882 

IJCRT2301448 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org d548 
 

[23]  He, K.; Gkioxari, G.; Dollár, P.; and Girshick, R. (2017). Mask r-CNN. Proceedings of the IEEE International Conference on 

Computer Vision. Venice, Italy, 2980-2988. 

[24] Kermany, Daniel; Zhang, Kang; Goldbaum, Michael (2018), “Labeled Optical Coherence Tomography (OCT) and Chest X-Ray 

Images for Classification”, Mendeley Data, V2, DOI: 10.17632/rscbjbr9sj.2  

[25] R.C. González, R.E. Woods. “Digital Image Processing”, Prentice Hall, 2007, pp 85.  

[26] O'Shea, Keiron, and Ryan Nash. "An introduction to convolutional neural networks." arXiv preprint arXiv:1511.08458 (2015).  

[27] A. Geron, “Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow”, O’Reilly Media, Inc., Canada, 2019  

[28] Wang, Yingying, et al. "The influence of the activation function in a convolution neural network model of facial expression 

recognition." Applied Sciences 10.5 (2020): 1897. 

[29] Dozat, Timothy. "Incorporating Nesterov momentum into adam." (2016).  

[30] Kingma, Diederik P., and Jimmy Ba. "Adam: A method for stochastic optimization." arXiv preprint arXiv:1412.6980 (2014).  

[31] Cost functions, gradient descent, and gradient boost | Pythonic Finance (randlow.github.io) 

[32] Enes AYAN and Halil Murat ÜNVER, Diagnosis of Pneumonia from Chest X-Ray Images using Deep Learning, IEEE Scientific 

Meeting on Electrical-Electronics & Biomedical Engineering and Computer Science, Vol., pp.27 – 34, 2019. 

[33] Arata Saraiva, Jose Vigno Moura Sousa, Luciano Lopes de Sousa, and N. M. Fonseca Ferreira, Classification of Images of 

Childhood Pneumonia using Convolutional Neural Networks, ReasearchGate, January 2019. 

[34] D. Varshni, K. Thakral, L. Agarwal, R. Nijhawan, A. Mittal, "Pneumonia Detection Using CNN based Feature Extraction," 2019 

IEEE International Conf. on Electrical, Computer and Communication Technologies (ICECCT), Coimbatore, India, 2019, pp 1-7.   

[35] V. Sirish Kaushik et al., “Pneumonia Detection Using Convolutional Neural Networks (CNNs)”, In Singh P., Pawłowski W., 

Tanwar S., Kumar N., Rodrigues J., Obaidat M. (eds) Proceedings of First International Conference on Computing, 

Communications, and CyberSecurity (IC4S 2019). Lecture Notes in Networks and Systems, vol 121. Springer, Singapore.  

[36] Račić, Luka & Popovic, Tomo & Cakic, Stevan & Šandi, Stevan. (2021). Pneumonia Detection Using Deep Learning Based on 

Convolutional Neural Network. 10.1109/IT51528.2021.9390137. 

 

 

http://www.ijcrt.org/
https://randlow.github.io/posts/machine-learning/cost-func-gradient-descent-boost/

