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I. Abstract:
Coma, often known as unconsciousness, is a state in which the patient is completely ignorant of both himself and their surroundings, making it impossible for them to respond meaningfully to external stimuli. This can happen as a result of a complication of an underlying condition, as well as injuries from accidents, such as head trauma, and other factors such as sickness or infection, as well as drunkenness that affects the central nervous system. The Glasgow Coma Scale is used to treat people who are in a coma (GCS). Patients who are unconscious are difficult to manage, and a methodical team approach is essential. As a result, they must be closely monitored, which is challenging to achieve. This project aids in the treatment of a coma patient based on one of GCS’s most critical factors, ocular movement. Calculating the Eye aspect ratio can be useful in diagnosing an unconscious patient (EAR). The OpenCV library calculates the Eye Aspect Ratio (EAR) using an algorithm that recognizes facial features and attributes. When the patient blinks, this system notifies the medical assistant using the LabVIEW application.
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II. INTRODUCTION
There are numerous accidents occurring in and across the world. The most serious accidents, according to a survey, are those involving brain injury. Given the necessity for intense medical care and long-term rehabilitation, it is one of the most serious challenges in general health injuries. The majority of head injuries do not result in death, but they can put a person in a coma for a lengthy time. A coma is an unconscious state that can arise as a result of a traumatic event such as a medical ailment or a blow to the head. Even if a person in a coma looks to be normal, they are unable to respond to external commands. As a result, doctors will examine the patient's motions and reflexes, as well as his or her response to painful stimuli and pupil size. The coma patients are helped to determine the patient's health status with great care. However, because the change is so minor, ongoing monitoring is required, which is a time-consuming task.

In the current hospital system, a healthcare worker must continuously watch and record all essential information of a specific subject while manually preserving all of that comatose's records. Continuous supervision by a paramedical assistant is an error-prone strategy that might lead to complications owing to human mistake. In the event of critically ill patients, vital parameters must be measured every 15 seconds or more until the patient's condition stabilizes.

As a result, coma patients must be monitored differently than regular patients. Because the staff-to-patient ratio is so low, it is extremely difficult for paramedical staff to continuously check each patient's
condition 24 hours a day, seven days a week. As a result, regularly monitoring each and every patient is a difficult effort.

This technique is designed to reduce the stress of constant supervision by only alerting the doctor or paramedical staff when assistance is required. This method will assist the doctor in determining whether the patient's condition is stable or unstable, as well as monitoring the comatose on a regular basis to see if there are any changes in the vegetative state patient's physical movement.

We created a project that deals with the blinking mechanism of the eyes. We utilised a Raspberry Pi to detect the difference in eye locations and send the signal to LabVIEW, a graphical programming language tool that sends an alarm message to the person who is worried everytime the patient blinks. There's also a buzzer to alert a nearby worried guardian or medical professional. This happens on a regular basis, and the data is saved for future use.

III. BLOCK DIAGRAM:

Block Diagram of the Eye Blink monitoring system

RELATED WORK:-

This study describes the development of a small gadget for continuous eye blinking and face detection. Patients in comas cannot receive enough treatment; consequently, an accurate, inexpensive, and portable eye blink device is Figure 1.1: Block Diagram of the Eye Blink monitoring system

Required for timely action and reliable data collecting. In a circumstance where there is no doctor, carer, or concerned individual, such a device is even more important. This study's built system includes a Raspberry Pi quad-core microprocessor system, an observation monitor, serial data transfer, and LabVIEW code to save data and deliver an alert message to the appropriate person. The system collects data on eye activity on a portable device in real time and displays it on a connected monitor with an attached Raspberry Pi in real time. Due to the use of a readily available Raspberry Pi and a small monitor as a monitoring device, the produced system is more inexpensive than other developed devices. When compared to other measurement equipment, the created gadget has demonstrated satisfactory results.

Using image processing techniques such as pattern identification and pattern rejection algorithms, Naveen Kansal et al. [1] proposed a study titled "Advanced Coma Patient Monitoring System."

Malika et al. [2] offer a "Indoor Wireless Zigbee based Patient Monitoring system for Hospitals." This system includes a PIR sensor, temperature sensor, humidity sensor, and smoke sensor that are all wirelessly connected to the patient's body, alerting the doctor in the event of a medical emergency.

Flux sensors are fixed in two hands of the patient, and an eyeball sensor is fixed in the patient's eye, according to Josphine Leela et al. [3] in their paper "Body Movement and Heart Beat Monitoring For Coma Patient Using IoT." When there is any movement in the hands or the eye, these sensors send the information to the doctors via wireless communication using IOT.

Navya et al. [4] built a "Zigbee-based wireless sensor-based network for patient health monitoring." This system includes a heartbeat sensor, MEMS sensor, body temperature sensor, and saline level sensor, with data transferred by Zigbee, which is commonly used to monitor the elderly.

"Real Time Eye Blinking Detection and Tracking Using OpenCV," by Dhaval Pimplaskar et al. [5], is a system suggested by Dhaval Pimplaskar et al. Based on the initial centroid analysis technique, this research provided a novel method for estimating eye position and orientation.

Chopade et al. [6] presented a "Remote patient health monitoring system using Zigbee protocol" to track patients that require continuous monitoring, such as those with heart failure. Temperature and heartbeat sensors are included in this system, and these readings are sent utilising ATMEGA and the Zigbee unit.
Chen et al. [7] created a "Wearable inertial sensor for human motion analysis to continuously track motions and positions of elderly individuals." For motion tracking, this system includes an inertial measurement unit, such as a MEMS sensor.

AlSharqi et al. [8] created a "System for monitoring the health status of old persons." The doctor receives the reports via Zigbee. This system includes a local monitoring computer, a pulse sensor, an ECG sensor, and a muscle sensor, as well as a Zigbee transmitter and receiver.

IV PROPOSED METHODOLOGY:-

Steps for implementation

The hardware model or setup of the project is showed in the below figure.

Figure 1.2: Raspberry Pi with a buzzer

Step 1: Connect to a terminal or SSH server.

Following are the procedures to set up a terminal or SSH connection:

Because NumPy, dlib, OpenCV, and imutils are already installed in my cv virtual environment, I was able to access all six libraries by using pip to install the RPi.GPIO and gpiozero to install the relevant GPIO packages. Each of the packages can be installed using pip (except for OpenCV). Later, an optimised OpenCV and dlib are installed on your Raspberry Pi.

Step 2: To begin, we'll use OpenCV's HOG extractor to recognise the face in an image, which boils down to determining the face's bounding box (x, y)-coordinates. We can use dlib's facial landmark predictor to get 68 salient points to locate the eyes, eyebrows, nose, mouth, and jaw line given the bounding box of the face.

Figure 1.3: Visualizing the 68 facial landmark coordinates

Because Dlib's 68 face landmarks are indexable, we can use basic Python array slices to extract the various facial components.

Step 3: Using the Eye Aspect Ratio (EAR) technique, we can determine the facial landmarks linked with each eye.

The coordinates of both eyes are crucial to us since they will allow us to determine whether or not the eyes are open. Each eye contains six distinct coordinates: two at the top, two at the bottom, and one on each horizontal edge of the eye.

Figure 1.4: Eye Aspect Ratio

When the eye is open, top-left: A representation of eye landmarks.

Eye landmarks while the eye is closed, top-right.
Bottom: The eye aspect ratio throughout time is plotted.

A blink is indicated by a decrease in the ocular aspect ratio.

Starting from the left side of the eye and moving clockwise with the remaining coordinates, each of the six locations is labelled P1 to P6. 21.

$$\text{EAR} = \frac{||p2 - p6|| + ||p3 - p5||}{2||p1 - p4||}$$

Eye Aspect Ratio Equation

The distance between two points, such as p2 and p6, is determined using the NumPy library's Euclidean distance function. Calculating the linear distance between two places using the Euclidean distance is a popular method. The distance between vertical coordinates is computed by the numerator of the EAR formula in fig 6, whereas the distance between horizontal coordinates is computed by the numerator.

This algorithm saves us time in determining whether or not the eyes are closed, because the traditional way of determining whether or not they are closed requires additional picture processing. The use of EAR is noninvasive, and it allows us to detect the amount of time the eyes are open and whether they are open or closed. Other ways for determining whether or not the eyes are closed necessitate greater processing power. The employment of an illuminated pupil is one of the approaches. The eyes are exposed to IR rays and reflect them, resulting in a bright pupil effect in Ghosh, Nandy, and Manna's (2015) Real Time Eye Detection and Tracking Method for Driver Assistance System [3].

This approach states that if a bright pupil is identified, the eyes are open, and if no bright pupils are found, the eyes are closed. The processor will have to do more effort to find out if a pupil is bright, which will slow down the system. EAR, on the other hand, is based on simple mathematics, and the findings are quick and accurate.

We have an eye that is fully open and the eye facial landmarks plotted on the top-left. Then there's a closed eye in the top-right corner.

The eye aspect ratio is then plotted over time at the bottom. As can be seen, the eye aspect ratio is constant (showing that the eye is closed), then swiftly increases to near the threshold, then rapidly decreases, indicating that a blink has occurred. In the instance of our eye blink detector, we'll watch the eye aspect ratio to see if it increases but does not drop, indicating that the driver or user has opened their eyes.

Once developed, our algorithm will begin by extracting the eye region and then localising the face landmarks.

![Figure 1.5: eyes closed — normal coma patient condition](image1)

The eye aspect ratio can then be monitored to see if the eyes are open.

![Figure 1.6: EAR is high because the eyes were opened — the patient has blinked.](image2)

Finally, if the eye aspect ratio exceeds a pre-defined threshold for an extended period of time, an alarm will be raised.

![Figure 1.7: EAR has been below the threshold](image3)
Long enough for the blinking eye alarm to go off. We'll use OpenCV, dlib, and Python to develop the optimised eye blink detection algorithm described above on the Raspberry Pi in the next part.

**4th Step:** Create a new file called pi drowsiness detection.py in your IDE.

Let's define a distance function in **step 5:**

We define a NumPy convenience function for computing the Euclidean distance on lines 11-14. The most well-known is Euclidean, which requires the use of a distance metric. The distance between two points is commonly referred to as the Euclidean distance.

**Step 6:** Let's define the Eye Aspect Ratio (EAR) function, which is used to calculate the ratio of distances between vertical and horizontal eye landmarks.

When the eye is closed, the return value is nearly constant, but when the eye blinks, it increases to a pre-defined value. The eye aspect ratio will remain constant at a considerably smaller value or 0 if the eye is closed.

**Step 7:** We must then parse our command line inputs.

On Lines 36-40, we've established two necessary arguments and one optional argument: The path to the dlib face landmark predictor file is shape-predictor.

alarm: When an eye blink is detected, this Boolean indicates whether the piezoelectric buzzer should be employed.

As shown in Lines 43-46 if the argument supplied is greater than 0, we'll import the raspberry pi function to handle our buzzer alarm.

Let's also define a set of important configuration variables:

The EAR threshold is defined by the two constants on Lines 52 and 53.

The frame counter and a Boolean for the alarm are then initialised (Lines 57 and 58). In order to extract the eye regions from the set of face landmarks, we provide array slice indexes. Now is the time to begin our video feed thread:

**Step 8:** From there we'll load our Haar cascade and facial landmark predictor files:

Line 64 is different from the prior face detector initialization. Because Haar cascades are faster than dlib's face detector, it's an excellent choice for the Raspberry Pi.

Line 65, where we load dlib's shape predictor while specifying the file path, remains unchanged.

**Step 9:** For each eye, we'll now establish the indices of the facial landmarks:
We take a frame and read it, resize it (to save time), and convert it to grayscale (Lines 83-85). Then, using our detector on Lines 88-90, we detect faces in the grayscale image. Let’s go over the detections again.

We can slice the shape array using the indexes of the eye landmarks to get the (x, y) coordinates for each eye (Lines 107 and 108).

On Lines 109 and 110, we calculate the EAR for each eye.

To achieve a better estimate, consider averaging both eye aspect ratios together (Line 113).

Step 10: This next block is strictly for visualization purposes:

Using cv2.drawContours and the cv2.convexHull computation of each eye, we can visualise each of the eye areas on our frame (Lines 117-120). These few lines are useful for debugging our script, but they aren't required if you’re creating an embedded product without a display.

From there, we will check our Eye Aspect Ratio (EAR) to see if the eyes are opened while sounding the alarm to warn the eye blink the patient if needed.

On Line 124, we compare the EAR to the EYE AR THRESH and sound the alarm if it is larger than zero (eyes are open) (Line 129).

As seen on Lines 141 and 142, we can draw the alarm on the frame.

That gets us to the situation where the EAR is less than the EYE AR THRESH, and we need to make sure our alarm is turned off (Lines 146-148).

We’re almost done; in the final code block, we’ll draw the EAR on the frame, show it, and clean up.

Step 11: If you’re integrating with a screen or debugging, you might want to show the computed eye aspect ratio on the frame, like I did on Lines 153 and 154. On Lines 157 and 158, the frame is displayed on the actual screen.

When the ctrl + c key on a keyboard is pushed (Lines 157 and 158), the programme is terminated. Finally, we tidy up by closing any open windows and turning off the video (Lines 165 and 166).

Step 12: The results of the eye blink detection. Face detection Hog and dlib facial landmark detector are required to run this programme on your Raspberry Pi.

An image of my setup can be found below.
Figure 1.8: Desk set up for coding, testing, and debugging the eye blink Detector

Step 13: To run the program, simply execute the following command:

```
python blink_detection.py
```

Our Raspberry Pi 3 is able to accurately determine when there is an “eye blink”

RESULTS:

Many technologies that rely on eye movement are available on the market.

The most exact technique employed among all the gadgets is based on human physiological measurements. Projects that rely on eye movement tracking include IR-based eye blink detection and an eye movement-controlled wheelchair. This method is carried out by observing changes in physiological signals such as eye flashing, or the open/closed state of the eyes. A cursor control system based on MATLAB is also available.

Despite the fact that these processes are the most exact, they are not appropriate for some projects because detecting electrodes or other sensors would have to be placed directly on the patient’s body, which would be inconvenient. Long periods of inactivity cause sweat to form on the sensors, limiting their ability to screen precisely. As a result, our approach will primarily focus on the amount of eye closure, also known as (PERCLOS) percentage of closure, because it offers the most accurate information on eye blink and leverages computer vision via Python programming, making it superior to other devices.

Figure 1.9: Showing alert when patient blinked

The labview mail alert when the patient blinked is shown below:

Figure 1.10: LabVIEW graphical user interface

This project is similar to the others in that it is designed using computer vision and python programming, but it is superior to the others in that it is designed using computer vision and python programming. A better night vision camera helps to make the device a better one by using image processing. This device not only detects eye blinks, but it can also be used to detect driver sleep by slightly altering the code.

A better night vision camera helps to make the device a better one by using image processing. This device not only detects eye blinks, but it can also be used to detect driver sleep by slightly altering the code. It is also nonintrusive in nature, therefore it has no effect on the
patient's condition, and the patient is completely at ease with it. Face recognition and tracking, human eye detection and location, human eye tracking, and eye state detection are all part of the system's development. The detection framework's main components combined the detection and localization of human eyes.

CONCLUSIONS:

This paper proposes a system that is both small and delivers real-time processing. The suggested system's goal is to create an easily accessible design that quickly communicates the patient's vital information to the doctor. The created model results in a better and more effective health-care service for checking comatose levels, and the data obtained is networked with the use of the internet and communication, allowing for a faster response.

The Internet of Medical Things (IoMT) market includes a wide range of smart devices in the home and hospital, such as wearables and medical/vital monitors, as well as linked real-time location, telehealth, and other services. As a result, a doctor can readily assess his patient at any moment using these equipment. The suggested technology employs an eye blink sensor to detect movement of the comatose's eyes. Patients can also afford the system because it is well-designed.
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