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Abstract: Signature verification and forgery detection are the process of verifying signatures automatically and instantly to 

determine whether the signature is real or not. There are two main kinds of signature verification: static and dynamic. Static, or 

offline verification is the process of verifying a document signature after it has been made, while dynamic or online verification 

takes place as a person creates his/her signature on a digital tablet or a similar device. The signature in question is then compared 

to previous samples of that person's signature, which set up the database. In the case handwritten signature on a document, the 

computer needs the samples to be scanned for investigation, whereas a digital signature which is already stored in a data format can 

be used for signature verification. Handwritten signature is one of the most generally accepted personal attributes for verification 

with identity whether it may for banking or business. While this method uses CNNs to learn the signatures, the structure of our fully 

connected layer is not optimal. In the model we will create two classes for each user real and forgery. 
 

Index Terms - Convolution Neural Network, Signature. 

I. INTRODUCTION 

Today, recognition of persons by machines is an active area of research in which biometrics plays an essential role in the 

recognition models. The developed models are generally based on two common biometric feature types, physical features, such as 

face, fingerprint, retina, etc. and behavioural features, such as voice and handwriting. Signature is considered as human behavioural 

characteristic with which individuals can be uniquely identified. Therefore, when it comes to security and fraud prevention, the 

signature feature can be used to design authentication systems. Bank checks, contract documents, certificates, for example, are often 

faked and claimed to be an original. Thus, for the verification of this type of document, we should have prior knowledge about the 

original signers and their original signature style. Therefore, to investigate the genuineness of a signed document, an automated 

signature verification can be applied. Here, we consider that we have prior knowledge of the signers and a ready-made dataset with 

genuine signatures of the signers (for the training of the recognition model). There are two types of approaches to automating signature 

verification: online verification and offline verification. Off-line signature verification is considered more challenging than online 

verification, because dynamic information, such as pen-tip pressure, velocity, and acceleration of the pen-tip, is not available in case 

of off-line signature images. On the contrary, the special arrangements for the acquisition of the signatures make the online method 

unsuitable in practice on several occasions. Here, too, we have to go offline to verify the genuineness of existing legal documents or 

papers. The objective is to detect a faked signature in relation to a particular signer if we have a ready dataset of genuine and a sample 

of faked signatures of the signer. There are three basic types of forgeries, namely random forgeries, simple forgeries, and skilled 

forgeries. For the first two types, the faked signature is created without knowing the name, signature shape, etc., or they are not done 

skillfully. But, in the case of skilled forgeries, the creator of the faked signature is assumed to be an expert in imitating the signature 

shape and style, and the genuine signature style is known to the imitator. It is obvious that skilled forgery detection is more challenging 

in the absence of dynamic features CNN consists of assorted layers wherever inputs labor under and are finally, feed into the classifier. 

It is one of the most effective methodologies for detective work whether or not the signature is real or solid. In Crest-Trough for 

forgery detection, the range in every signature and the magnitude relation between consecutive crest and trough remains the same. 

CNNs are extremely effective system for recognition task because it is way higher at extracting important/relevant data for 
classification than humans. 

II. METHODOLOGY 

The paper presents signature detection supported signature images the utilization of CNN. within the first stage, the input image 

which is the handwritten signature image is taken from the trained dataset. In the image pre-processing the input image is processed 

and the removal of unwanted object and converting of image into grayscale image is done. In segmentation the unwanted parts in 

the image are removed which is noise removal. Also the model comprises of different phases such as image extraction, pre-
processing, segmentation, feature extraction. 
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III. PROPOSED SYSTEM 

 

 
 

Fig. 1 System flow diagram 

A. Image pre-processing 

Image pre-processing considers the images of signatures as its input. The signature image is converted into gray 

scale. Color image have the combination of RGB colors but in our desired system we need gray scale image to give the 

best result. So, the image is first converted into gray scale and the resulted image is as under. 

 

B. Segmentation 

Image segmentation is the foundation of object recognition and computer vision. Image segmentation is the 

process of subdividing a digital image into multiple regions or objects consisting of sets of pixels sharing same properties 

or characteristics which are assigned different labels for representing different regions or objects. The goal of segmentation 

is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyze. 

Image segmentation is used to locate objects and boundaries in images. Segmentation is done on basis of similarity and 

discontinuity of the pixel values. There are two types of segmentations – soft segmentations and hard segmentations. 

Segmentations that allow regions or classes to overlap are called soft segmentations whereas a hard segmentation forces a 

decision of whether a pixel is inside or outside the object. Image segmentation is practically implemented in many 

applications such as real forge signature detection. 

 

C. Feature Extraction 

              Feature extraction is the method in which unique features of an image are extracted. This method helps in reducing 

the complexity in classification problems and the classification can be made more efficient. Different kind of features 

present in an image can be intensity-based, textural, fractal, topological, morphological, etc. In feature extraction phase 

the end points and intersection points are extracted so that we get the Delaunay triangle. End points are that which have 

only one neighbor while on the contrast intersection points have more neighbors 

 

D. Classification 

The aim of the classification step is to classify the segmented image by making use of extracted features. This 

step uses statistical analysis of the features and machine learning algorithms to reach a decision. The popularity associated 

with identification with neural networks yields an accuracy of 94%. The latter planned forgery detection works with 

associate accuracy of 85-89%. The sole skilled and closely solid signatures typically don’t seem to be captured, else it 

properly identifies all the forgeries within the signature. 
 

IV. ALGORITHM 

Brief step of Convolution Neural Network is as mentioned below. CNN consists of 3 layers 

● Convolution Layer 

● Pooling 

● Fully connected Layer 

 

Fig. 2 Block Diagram of CNN 
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A. Convolution Layer 

Convolutional layers are the layers the place filters are applied to the original image, or to different feature maps 

in a deep CNN. This is the place most of the user-specified parameters are in the network. The most important parameters 

are the wide variety of kernels and the dimension of the kernels. 

 

B. Pooling 

Pooling layers are similar to convolutional layers, but they operate a specific feature such as max pooling, which 

takes the maximum cost in a sure filter region, or average pooling, which takes the common fee in a filter region. These 

are typically used to limit the dimensionality of the network. 
 

C. Fully Connected Layer 

 

Fully Connected Layer is just, feed forward neural networks. Fully Connected Layers shape the remaining few 

layers within the network. The enter to the thoroughly linked layer is that the output from the last word Pooling or 

Convolutional Layer, which is flattened so fed into the wholly related layer. 

 

V. RESULTS 

 The signature database consists of a total of 1500 handwritten signature images. Out of these, 750 were authentic signatures and 

others were forged ones. These signatures were obtained from 25 volunteers with each person contributing 30 signatures. For the 

classification we have experimented different kernels like linear, Gaussian, quadratic and cubic kernels on CNN. The popularity 

associated with identification with neural networks yields an accuracy of 90%. The latter planned forgery detection works with 

associate accuracy of 82-85%. The sole skilled and closely solid signatures typically don’t seem to be captured, else it properly 

identifies all the forgeries within the signature.  

VI. CONCLUSION 

The system successfully recognizes and identifies the signature holder accurately with the forgery issue gift in it. The popularity 

pattern is trained on Convolutional Neural Networks that works well with the dataset pictures and therefore the forgery detection is 

trained on the whole image set of the individual that is around twenty-five pictures and every time the calculations are runtime that 

minimizes the likelihood of error in classification. A robust and reliable signature recognition and verification system with maximum 

accuracy possible is very important for many purposes like enforcement, security management, and lots of business processes. It can 

be used as an intermediate tool to authenticate several documents like cheques, legal records, certificates, etc. The model gave 

encouraging results. Entirely different threshold values are used for feature matching on testing and training vectors, which helped to 
boost the overall performance and efficiency of the system. 
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