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Abstract: 

Network security plays a critical role in our lives 

based on the threats and attacks to which we are 

exposed and that increase daily; these attacks result 

in the need to develop different protection methods 

and techniques. Network intrusion detection 

systems are a way to detect several malicious 

network attacks. Many existing systems have 

focused on developing intrusion detection based on 

machine learning (ML) approaches to detect 

variants of attacks. ML approaches can 

automatically discover the essential variances 

between normal and abnormal data by analysing 

the features of a large dataset. Indeed, many 

features are extracted without discrimination, 

increasing the computational complexity. By 

applying a feature selection method, a subset of 

features is selected from the whole feature set with 

the aim of improving the performance of ML based 

detection methods. The SALP swarm algorithm 

(SSA) is a nature-based optimization algorithm 

that has demonstrated efficiency in minimizing 

processing challenges to perform optimization for 

feature selection problems. The proposed system 

investigates the impact of the SSA on improving 

ML-based network anomaly detection using naïve 

bayes classifier. 

 

I. INTRODUCTION

Intrusion detection is needed as another level of 

security to protect Wireless Network systems. 

Signature-based analysis is a technique that was 

proposed earlier. It was widely used in intrusion 

detection community to protect a system by using 

a combination of an alarm that sounds whenever 

the security sites has been compromised, with site 

security officer (SSO). SSO can respond to the 

alarm and take the appropriate action, for instance 

by ousting the intruder, calling the proper external 

authorities, and so on. Many complete systems 

have been constructed and operated on live 

computer systems. However, despite over 25 years 

of research, the topic is still popular, partly due to 

the rapid development of information processing 

systems and the consequent discovery of new 

vulnerabilities, but also due to fundamental 

difficulties in achieving an accurate declaration of 

an intrusion. Intrusion systems are noted for high 

false alarm rates and considerable research effort is 

still concentrated on finding effective intrusion, 

non-intrusion discriminates. 

However, there are many problems with present 

intrusion detection systems. One of the major 

problems is the high number of false positives 

alarm. False alarms are high and the potential to 

recognize an attack is uncertain. 
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RELATED WORKS 

Network intrusion detection system (NIDS) is a 

commonly used tool to detect attacks and protect 

networks, while one of its general limitations is the 

false positive issue. On the basis of our 

comparative experiments and analysis for the 

characteristics of the particle swarm optimization 

(PSO) and Xgboost, this paper proposes the PSO-

Xgboost model given its overall higher 

classification accuracy than other alternative 

models such like Xgboost, Random Forest, 

Bagging and Adaboost. Firstly, a classification 

model based on Xgboost is constructed, and then 

PSO is used to adaptively search for the optimal 

structure of Xgboost. The benchmark NSL-KDD 

dataset is used to evaluate the proposed model. Our 

experimental results demonstrate that PSO-

Xgboost model outperforms other comparative 

models in precision, recall, macro-average (macro) 

and mean average precision (mAP), especially 

when identifying minority groups of attacks like 

U2R and R2L. This work also provides 

experimental arguments for the application of 

swarm intelligence in NIDS. 

An Approach for the Application of a Dynamic 

Multi-Class Classifier for Network Intrusion 

Detection Systems 

Currently, the use of machine learning models for 

developing intrusion detection systems is a 

technology trend which improvement has been 

proven. These intelligent systems are trained with 

labelled datasets, including different types of 

attacks and the normal behaviour of the network. 

Most of the studies use a unique machine learning 

model, identifying anomalies related to possible 

attacks. In other cases, machine learning 

algorithms are used to identify certain type of 

attacks. However, recent studies show that certain 

models are more accurate identifying certain 

classes of attacks than others. Thus, this study tries 

to identify which model fits better with each kind 

of attack in order to define a set of reasoner 

modules. In addition, this research work proposes 

to organize these modules to feed a selection 

system, that is, a dynamic classifier. Finally, the 

study shows that when using the proposed dynamic 

classifier model, the detection range increases, 

improving the detection by each individual model 

in terms of accuracy. 

Building an Efficient Intrusion Detection 

System Based on Feature Selection and 

Ensemble Classifier 

Intrusion detection system (IDS) is one of 

extensively used techniques in a network topology 

to safeguard the integrity and availability of 

sensitive assets in the protected systems. Although 

many supervised and unsupervised learning 

approaches from the field of machine learning have 

been used to increase the efficacy of IDSs, it is still 

a problem for existing intrusion detection 

algorithms to achieve good performance. First, lots 

of redundant and irrelevant data in high-

dimensional datasets interfere with the 

classification process of an IDS. Second, an 

individual classifier may not perform well in the 

detection of each type of attacks. Third, many 

models are built for stale datasets, making them 

less adaptable for novel attacks. Thus, we propose 

a new intrusion detection framework in this paper, 

and this framework is based on the feature 

selection and ensemble learning techniques. In the 

first step, a heuristic algorithm called CFS-BA is 

proposed for dimensionality reduction, which 

selects the optimal subset based on the correlation 

between features. Then, we introduce an ensemble 

approach that combines C4.5, Random Forest 
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(RF), and Forest by Penalizing Attributes (Forest 

PA) algorithms. Finally, voting technique is used 

to combine the probability distributions of the base 

learners for attack recognition. The experimental 

results, using NSL-KDD, AWID, and CIC-

IDS2017 datasets, reveal that the proposed CFS-

BA-Ensemble method is able to exhibit better 

performance than other related and state of the art 

approaches under several metrics. 

New Hybrid Method for Attack Detection Using 

Combination of Evolutionary Algorithms, 

SVM, and ANN 

Intrusion detection systems (IDS) have been 

playing an important role for providing security of 

computer networks. They detect different types of 

attacks and malicious software usage, which 

sometimes cannot be identified by firewalls. Based 

on machine learning algorithms, many IDS have 

been extended to classify network traffic as normal 

or abnormal. This paper describes a new hybrid 

intrusion detection method with two phases - a 

feature selection phase and an attack detection 

phase. In the feature selection phase, a wrapper 

technique, namely MGA-SVM, is used. This 

technique combines features of support vector 

machine (SVM) and the genetic algorithm with 

multi-parent crossover and multi-parent mutation 

(MGA). In the attack detection phase, an artificial 

neural network (ANN) is used to detect attacks. For 

improving its performance, a combination of a 

hybrid gravitational search (HGS) and a particle 

swarm optimization (PSO) is used to train the 

classifier. The proposed hybrid method is thus 

called MGA-SVM-HGS-PSO-ANN. It's 

performance is compared with other popular 

techniques such as Chi-SVM, ANN based on 

gradient descent (GD-ANN) and decision tree 

(DT), ANN based on genetic algorithm (GA-

ANN), ANN based on combining gravitational 

search (GS) and PSO (GSPSO-ANN), ANN based 

on PSO (PSO-ANN), and ANN based on GS (GS-

ANN).Using the NSL-KDD dataset as a standard 

benchmark for attack detection evaluation, the 

obtained test results show that the proposed MGA-

SVM-HGS-PSO-ANN method can attain a 

maximum detection accuracy of 99.3%, dimension 

reduction of NSL-KDD from 42 to 4 features, and 

needs only 3 seconds as maximum training time. 

 Research on Network Intrusion Detection 

Based on Incremental Extreme Learning 

Machine and Adaptive Principal Component 

Analysis 

Recently, network attacks launched by malicious 

attackers have seriously affected modern life and 

enterprise production, and these network attack 

samples have the characteristic of type imbalance, 

which undoubtedly increases the difficulty of 

intrusion detection. In response to this problem, it 

would naturally be very meaningful to design an 

intrusion detection system (IDS) to effectively and 

quickly identify and detect malicious behaviours. 

In our work, we have proposed a method for an 

IDS-combined incremental extreme learning 

machine (I-ELM) with an adaptive principal 

component (A-PCA). In this method, the relevant 

features of network traffic are adaptively selected, 

where the best detection accuracy can then be 

obtained by I-ELM. We have used the NSL-KDD 

standard dataset and UNSW-NB15 standard 

dataset to evaluate the performance of our 

proposed method. Through analysis of the 

experimental results, we can see that our proposed 

method has better computation capacity, stronger 

generalization ability, and higher accuracy. 
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TSE-IDS: A Two-Stage Classifier Ensemble for 

Intelligent Anomaly-Based Intrusion Detection 

System 

Intrusion detection systems (IDSs) play a pivotal 

role in computer security by discovering and 

repealing malicious activities in computer 

networks. Anomaly-based IDS, in particular, rely 

on classification models trained using historical 

data to discover such malicious activities. In this 

paper, an improved IDS based on hybrid feature 

selection and two-level classifier ensembles are 

proposed. A hybrid feature selection technique 

comprising three methods, i.e., particle swarm 

optimization, ant colony algorithm, and genetic 

algorithm, is utilized to reduce the feature size of 

the training datasets (NSL-KDD and UNSW-

NB15 are considered in this paper). Features are 

selected based on the classification performance of 

a reduced error pruning tree (REPT) classifier. 

Then, a two-level classifier ensemble based on two 

meta learners, i.e., rotation forest and bagging, is 

proposed. On the NSL-KDD dataset, the proposed 

classifier shows 85.8% accuracy, 86.8% 

sensitivity, and 88.0% detection rate, which 

remarkably outperform other classification 

techniques recently proposed in the literature. The 

results regarding the UNSW-NB15 dataset also 

improve the ones achieved by several state-of-the-

art techniques. Finally, to verify the results, a two-

step statistical significance test is conducted. This 

is not usually considered by the IDS research thus 

far and, therefore, adds value to the experimental 

results achieved by the proposed classifier. 

Improved SALP swarm algorithm based on 

particle swarm optimization for feature 

selection 

Feature selection (FS) is a machine learning 

process commonly used to reduce the high 

dimensionality problems of datasets. This task 

permits to extract the most representative 

information of high sized pools of data, reducing 

the computational effort in other tasks as 

classification. This article presents a hybrid 

optimization method for the FS problem; it 

combines the slap swarm algorithm (SSA) with the 

particle swarm optimization. The hybridization 

between both approaches creates an algorithm 

called SSAPSO, in which the efficacy of the 

exploration and the exploitation steps is improved. 

To verify the performance of the proposed 

algorithm, it is tested over two experimental series, 

in the first one, it is compared with other similar 

approaches using benchmark functions. 

Meanwhile, in the second set of experiments, the 

SSAPSO is used to determine the best set of 

features using different UCI datasets. Where the 

redundant or the confusing features are removed 

from the original dataset while keeping or yielding 

a better accuracy. The experimental results provide 

the evidence of the enhancement in the SSAPSO 

regarding the performance and the accuracy 

without affecting the computational effort. 

A dynamic locality multi-objective SALP 

swarm algorithm for feature selection 

Developing intelligent analytical tools requires 

pre-processing data and finding relevant features 

that best reinforce the performance of the 

predictive algorithms. Feature selection plays a 

significant role in maximizing the accuracy of 

machine learning algorithms since the presence of 

redundant and irrelevant attributes deteriorates the 

performance of the learning process and increases 

its complexity. Feature selection is a combinatorial 

optimization problem that can be formulated as a 

multi-objective optimization problem with the 

purpose of maximizing the classification 
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performance and minimizing the number of 

irrelevant features. It is considered an NP hard 

optimization problem since having a number of (n) 

features produces a large search space of size (2n) 

of different permutations of features. An eminent 

type of optimizer for tackling such an exhausting 

search process is evolutionary, which mimic 

evolutionary processes in nature to solve problems 

in computers. SALP Swarm Algorithm (SSA) is a 

well-established metaheuristic that was inspired by 

the foraging behaviour of salps in deep oceans and 

has proved to be beneficial in estimating global 

optima for optimization problems. The objective of 

this article is to promote and boost the performance 

of the multi-objective SSA for feature selection. 

Therefore, it proposes an enhanced multi-objective 

SSA algorithm (MODSSA-lbest) that adopts two 

essential components: the dynamic time-varying 

strategy and local fittest solutions. These 

components assist the SSA algorithm in balancing 

exploration and exploitation. Thus, it converges 

faster while avoiding locally optimal solutions. 

The proposed approach (MODSSA-lbest) is tested 

on 13 benchmark datasets and compared with the 

well-regarded Multi-Objective Evolutionary 

Algorithms (MOEAs). The results show that the 

MODSSA-lbest achieves significantly promising 

results versus its counterpart algorithms 

 SALP Swarm Algorithm: A bio-inspired 

optimizer for engineering design problems 

This work proposes two novel optimization 

algorithms called SALP Swarm Algorithm (SSA) 

and Multiobjective SALP Swarm Algorithm 

(MSSA) for solving optimization problems with 

single and multiple objectives. The main 

inspiration of SSA and MSSA is the swarming 

behaviour of SALPS when navigating and foraging 

in oceans. These two algorithms are tested on 

several mathematical optimization functions to 

observe and confirm their effective behaviours in 

finding the optimal solutions for optimization 

problems. The results on the mathematical 

functions show that the SSA algorithm is able to 

improve the initial random solutions effectively 

and converge towards the optimum. The results of 

MSSA show that this algorithm can approximate 

Pareto optimal solutions with high convergence 

and coverage. The paper also considers solving 

several challenging and computationally expensive 

engineering design problems (e.g., air foil design 

and marine propeller design) using SSA and 

MSSA. The results of the real case studies 

demonstrate the merits of the algorithms proposed 

in solving real-world problems with difficult and 

unknown search spaces. 

UNSW-NB15: a comprehensive data set for 

network intrusion detection systems (UNSW-

NB15 network data set) 

One of the major research challenges in this field 

is the unavailability of a comprehensive network-

based data set which can reflect modern network 

traffic scenarios, vast varieties of low footprint 

intrusions and depth structured information about 

the network traffic. Evaluating network intrusion 

detection systems research efforts, KDD98, 

KDDCUP99 and NSLKDD benchmark data sets 

were generated a decade ago. However, numerous 

current studies showed that for the current network 

threat environment, these data sets do not 

inclusively reflect network traffic and modern low 

footprint attacks. Countering the unavailability of 

network benchmark data set challenges, this paper 

examines a UNSW-NB15 data set creation. This 

data set has a hybrid of the real modern normal and 

the contemporary synthesized attack activities of 

the network traffic. Existing and novel methods are 
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utilised to generate the features of the UNSWNB15 

data set. This data set is available for research 

purposes and can be accessed from the link. 

 

EXISTING SYSTEM 

Intrusion detection systems (IDS) have been 

playing an important role for providing security of 

computer networks. They detect different types of 

attacks and malicious software usage, which 

sometimes cannot be identified by firewalls. Based 

on machine learning algorithms, many IDS have 

been extended to classify network traffic as normal 

or abnormal. This paper describes a new hybrid 

intrusion detection method with two phases - a 

feature selection phase and an attack detection 

phase. In the feature selection phase, a wrapper 

technique, namely MGA-SVM, is used. This 

technique combines features of support vector 

machine (SVM) and the genetic algorithm with 

multi-parent crossover and multi-parent mutation 

(MGA). In the attack detection phase, an artificial 

neural network (ANN) is used to detect attacks. For 

improving its performance, a combination of a 

hybrid gravitational search (HGS) and a particle 

swarm optimization (PSO) is used to train the 

classifier. The proposed hybrid method is thus 

called MGA-SVM-HGS-PSO-ANN. It's 

performance is compared with other popular 

techniques such as Chi-SVM, ANN based on 

gradient descent (GD-ANN) and decision tree 

(DT), ANN based on genetic algorithm (GA-

ANN), ANN based on combining gravitational 

search (GS) and PSO (GSPSO-ANN), ANN based 

on PSO (PSO-ANN), and ANN based on GS (GS-

ANN).Using the NSL-KDD dataset as a standard 

benchmark for attack detection evaluation, the 

obtained test results show that the proposed MGA-

SVM-HGS-PSO-ANN method can attain a 

maximum detection accuracy of 99.3%, dimension 

reduction of NSL-KDD from 42 to 4 features, and 

needs only 3 seconds as maximum training time. 

 

PROPOSED SYSTEM 

Computer network protection plays an essential 

role regarding internal and external threats; there 

are various gaps that attackers can exploit to break 

into and access these networks to manipulate or 

steal sensitive information and cause considerable 

damage. One of the ways to isolate and protect an 

environment from outside attacks is to use 

firewalls and traditional rule-based security 

protection techniques. Furthermore, to increase the 

security protection level, another system is needed 

to support traditional security techniques in 

protecting from different types of malicious 

attacks. Moreover, advanced and sophisticated 

technologies are needed to examine and analyse 

enormous amounts of data from network 

infrastructure transactions. Robust network 

intrusion detection systems (NIDSs) have been 

produced, which play a crucial role in ensuring 

network security and require analysis of the 

generated complex data. A NIDS protects the 

computer system or administrators when dealing 

with various threats and attacks. Accordingly, 

when using a NIDS and its protection ability, it 

must be up to date since there are many gaps to be 

determined, addressed, and filled in for the 

network detection model. NIDSs work by 

analysing and extracting the abnormal behaviour to 

be detected. After these suspicious behaviours are 

detected, alerts are sent to notify parties of the 

abnormal behaviour that must be considered before 

sensitive information is accessed and reached or 

these data manipulated and leaked. Two methods 

are used by a NIDS. First, anomaly detection is 
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used to detect unknown attacks that pass through 

the network or the system, which are new attacks 

that have not been addressed in the past. Second, 

signature detection, also known as misuse 

detection, detects abnormal behaviour through 

prior knowledge, which must be defined with a rule 

or pattern as knowledge-based detection. Different 

techniques are applied in anomaly detection, such 

as machine learning (ML) techniques, to achieve a 

high detection rate and accurate results. ML-based 

detection plays an essential role in building an 

effective model with different algorithms and 

approaches to analyse big data consisting of traffic 

flows in networks that prompt intrusions. 

Moreover, one way to develop effective ML-based 

anomaly detection and reach a desired goal is to use 

feature selection (FS) techniques. The importance 

of FS is that it improves the model performance 

and obtains an accurate result. Therefore, 

producing an intelligent analytical tool requires 

pre-processing data as one of the essential steps in 

finding relevant features that best reinforce the 

predictive algorithm performance. FS plays a 

meaningful role in maximizing the performance of 

a ML model considering redundant and irrelevant 

attributes that degenerate the learning process 

performance and increase its complexity. FS is an 

optimization problem that can be expressed as a 

multiobjective optimization problem and is an NP-

hard optimization problem since it has several (n) 

features, producing an ample search space of size 

(2n) of various permutations of the features. In 

particular, numerous search methods can be 

utilized to detect the optimal subset of features. The 

first is to apply the greedy search method by 

producing and assessing all of the features, making 

this scheme time consuming. The second is to 

apply a random search method by exploring the 

domain randomly, which has some drawbacks and 

limitations. There is a chance of stagnation issues, 

including a very high time complexity. One way to 

address the drawbacks and gaps of previous FS 

methods that have been proposed by researchers is 

to use meta-heuristic paradigms. Meta-heuristic 

methods are global optimization approaches that 

accompany all physical, biological, and animal 

activities. They can explore the search space 

globally and locally when applied to FS problems. 

One meta-heuristic algorithm is the swarm 

intelligence (SI) technique. This technique comes 

from the concept of the intelligence of swarms, 

herds, schools, or flocks of creatures in nature. SI 

algorithms have been widely used to address 

different optimization problems and reach 

suboptimal or optimal solutions. In particular, we 

investigate the influence of the SALP swarm 

algorithm (SSA), as one of the newest SI 

algorithms, to determine its effectiveness and its 

capability to address FS problems as one of the 

essential pre-processing steps to enhance the ML-

based anomaly detection model. Our contributions 

to the network security field are as follows. We 

have proposed network anomaly detection based 

on three phases. (i) In the first phase of efficient 

network anomaly detection, to achieved a high 

classification accuracy and increase the detection 

rate while reducing the false alarm rate without 

using excessive computational resources. To 

accomplish these goals, we have adopted the SSA-

FS method to obtain the most relevant and accurate 

feature representation. According to our limited 

knowledge, no research has focused on the impact 

of SSA as an FS method on the network anomaly 

detection problem. (ii) The second phase used 

classifier algorithms named Naïve Bayes. Based on 

FS, we have monitored and test the effectiveness of 
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the SSA and its impact on these two different 

algorithms. (iii) The last phase was to conduct an 

extensive experimental evaluation test of the 

proposed method using two datasets: UNSW-

NB15 and NSL-KDD. Additionally, the method 

was compared to several of the newest state-of-the-

art techniques. 

 

MODULE DESCRIPTION 

In order to classify the network intrusion quickly 

the number of features has to be reduced so SALP 

swarm algorithm is implemented This work 

proposes two novel optimization algorithms called 

SALP Swarm Algorithm (SSA) and Multiobjective 

SALP Swarm Algorithm (MSSA) for solving 

optimization problems with single and multiple 

objectives. The main inspiration of SSA and 

MSSA is the swarming behaviour of SALPS when 

navigating and foraging in oceans. These two 

algorithms are tested on several mathematical 

optimization functions to observe and confirm their 

effective behaviours in finding the optimal 

solutions for optimization problems. The results on 

the mathematical functions show that the SSA 

algorithm is able to improve the initial random 

solutions effectively and converge towards the 

optimum. 

 

Block Diagram 

Needless to say, the mathematical model for 

simulating SALP chains cannot be directly 

employed to solve optimization problems. In other 

words, there is a need to tweak the model a little bit 

to make it applicable to optimization problems. 

The ultimate goal of a single-objective optimizer is 

to determine the global optimum. In the SSA 

swarm model, follower SALPS follow the leading 

SALP. The leading SALP also moves towards the 

food source. If the food source be replaced by the 

global optimum, therefore, the SALP chain 

automatically moves towards it. However, the 

problem is that the global optimum of optimization 

problems is unknown. In this case, it is assumed 

that the best solution obtained so-far is the global 

optimum and assumed as the food source to be 

chased by the SALP chain

 

           Data Flow Diagram 

 

SALP SWARM ALGORITHM 

The importance and effectiveness of SI have been 

proven in many applications and research. In the 

global optimization framework, SI addresses the 

optimization problem, which means improving and 

identifying the suboptimal solutions for a problem 

from among a group of alternative solutions, 

among which is the optimal solution. One of the 

newest SI algorithms is the SSA, which is 

considered new and is being tested and analysed to 

determine its efficiency and ability to solve 

http://www.ijcrt.org/


www.ijcrt.org                                                         © 2022 IJCRT | Volume 10, Issue 6 June 2022 | ISSN: 2320-2882 

IJCRT22A6778 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org g357 
 

problems; the SSA is a new meta-heuristic 

algorithm introduced. Motivated by the foraging 

behaviour of SALPS in deep oceans, it has proved 

useful in determining global optima for 

optimization problems. The principle of using the 

SSA is its reliance on fitness values (optimal 

solutions). It depends on studying solutions 

through the fitness values and chains of the search 

agents to reach suboptimal or optimal solutions. 

PREPROCESSING 

The dataset is processed and checks for missing 

values and number of classes is plotted as BAR 

graphs   

TRAINING 

The dataset is trained using Naïve bayes algorithm 

and the model file is generated   

TESTING 

The network data is tested and classified using 

model file. 

 

 

 

 

 

RESULTS AND DISCUSSION 

 

 

Iteration: 1 Best (SSA): 0.011073684210526362  

Iteration: 2 Best (SSA): 0.005263157894736846 

Iteration: 3 Best (SSA): 0.005263157894736846  

Iteration: 4 Best (SSA): 0.005263157894736846  

Iteration: 5 Best (SSA): 0.005263157894736846 

. 

. 

Iteration: 100 Best (SSA): 0.00447368421052632 

[ 2 4 7 8 9 10 11 15 19 20 24 25 27 31 33 35 37]  

[0 0 0 0 0 0 0 0 109 13 0.0 0.12 0.0 0.06 0.0 1.0 

0.0] 

Accuracy: 86.0 Feature Size: 17  

 

RESULT: ['anomaly'] 

 

CONCLUSION AND FUTURE WORK 

The main objective of this project is to provide an 

overview of the necessity and utility of intrusion 

detection system. This project gives complete 

information about types of Intrusion Detection 

System, life cycle, various domains, types of 

attacks and tools. IDS are becoming essential for 

day today security in corporate world and for 

network users. IPS defines about the preventing 

measures for the security. In the lifecycle the 

phases developed and the stages are illustrated. 

Still, there are more challenges to overcome. The 

techniques of anomaly detection and misuse 

detection are specifically illustrated and more 

techniques can be used. In Future This firefly 

algorithm can be used for Studying the techniques 

used for capturing high-speed network traffic. To 

improve the real time system accuracy with 0% 

false rate detection. 
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