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Abstract— It's proven difficult to track attendance using 

traditional ways. In the field of face recognition, the growing 

demand for efficient and automatic ways for registering 

attendance is posing a significant difficulty. In recent years, 

common biometrics like as fingerprints and Radio Frequency 

Identification tags have been routinely used to overcome the 

problem of automatic attendance marking.  
However, these methods lack the element of 

trustworthiness. Face detection and identification 
algorithms are used in this suggested project to create an 

automated attendance marking and management system. 
Instead, then using traditional methods, the suggested 

solution intends to create an automated system that uses 
facial recognition technology to track employee’s 

attendance. The major goal of this project is to make the 
attendance tracking and management system more 

efficient, timesaving, simple, and straightforward. Face 
recognition techniques will be used here to recognize faces. 

The processed image will then be compared to the existing 
stored record, and attendance will be recorded accordingly 

in the database. This technique minimizes people's burden 

when compared to the current system's traditional 
attendance marking system. This suggested system will be 

executed in four phases: image capture, group image 
segmentation and face detection, face comparison and 

recognition, and attendance updating in an excel sheet. 

 
Introduction :  
The twenty-first century is a successful modern and scientific 

period. Computer technology has now become an integral 

component of daily life. In this fast moving and modernized 

World, the usage of manpower has been reduced by digitalized 

systems. In day to day needs the human is changing in to 

machine based digital systems. These changes have been 

making simplify our tasks and reduce our mistakes. Every 

company wants a reliable and consistent method for keeping 

track of its pupils' attendance. Each organisation has its own 

method of doing so; some use a sheet of paper to take 

attendance by calling their names during work hours, while 

others use biometrics such as fingerprints, RFID card readers, 

and Iris systems to mark attendance. The traditional practise of 

manually calling pupils' names is a time-consuming event. 

Each person is assigned a card with their associated identity 

under the RFID card system, but there is a risk of card loss or 

unauthorised use of the card for fraudulent attendance. Other 

biometrics, such as fingerprint, iris, and voice recognition, also 

have limitations and are not 100% accurate. The use of facial 

recognition for attendance marking is a sensible approach of 

implementing an attendance management system. Face 

recognition, among other techniques, is more precise and 

 
faster, and it decreases the risk of proxy attendance. Face 

recognition allows for passive identification, which means that 

the individual being recognised does not have to take any 

action in order to be identified. Face detection and 

identification methods have been introduced in a variety of 

ways. Face recognition can be done in two ways: appearance-

based (which covers the entire face) or feature-based (which 

covers geometric characteristics such as the eyes, nose, 

eyebrows, and cheeks). We are using the face detection and 

face recognition methods to make the attendance making 

system. The process of detecting and locating a single or series 

of pictures and identifying them is known as facial recognition. 

As human beings, we do very well in identifying faces; 

Computers, on the other hand, have a hard time recognising 

faces. Face recognition has a variety of applications, including 

video surveillance systems, security, access control, law, 

general identity verification, gender recognition, missing 

person identification, etc. Facial 2 recognition can be divided 

into two categories, namely, facial recognition and facial 

detection. Face detection refers to the process by which the 

system identifies human faces in the images and video 

streaming, whereas Face Recognition process refers to 

identifying a known face which is already trained to the 

system. As we know marking attendance is very important 

aspect in any type of organization. Maintenance of employees’ 

attendance is much more difficult task for the Organization. 

Every organization has its own approach to take attendance 

such as using attendance sheet or by using some biometric 

methods. But these methods are time consuming. Mostly 

employees attendance is taken with the help of RFID tags and 

fingerprint methods. This requires a lot of time and work. 

Calculation of consolidated attendance is another major task 

that can result in manual errors. To overcome such problems, 

we are developing automated attendance management system. 

The main objective of our project is to provide a attendance 

management system by which we can able reduce time and 

cost. Here we are trying to develop a automated attendance 

management system using OpenCV that helps organizations to 

take attendance with more effective and efficient way. The 

advantage over the previous manual system to increase the 

efficiency. It is to create a real-time automatic facial detection 

system utilising a normal PC camera. This project is to provide 

the better security application. It is very important to review 

the work of the researchers done previously to deduce out the 

problem statement and solution for it. This leads to the 

development of device which overcomes the problems posed 

by the earlier ones. Automated attendance management system 

has be proposed to reduce the time and cost of manual 

attendance taking 
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system, but the limitations are that it can works better in the 
good lighting conditions. 

 

I. LITERATURE SURVEY 

 
A literature survey is a proof of sorts. It is the study of 

relevant literature materials in relation to a topic we have 

been given. For developmen of the automated attendance 
management system using OpenCV, we need to go through 

each and every technical aspect related to it. This chapter 
gives a quick overview of the research field. A brief Study 

and Survey has been carried out to understand various 
aspects related to the project which involves providing an 

updated attendance taking system by reducing time and 
burden on faculty. Our project mainly focuses on the face 

detection and face recognition to maintain the attendance. 
Automated attendance management system mainly consists 

of detecting the faces and load them into a database and 
recognize the faces in the live video streaming. One can see 

a face and recognize them quickly without much effort. It is 

not a big deal for the human, but in the case of computer it 
is hard to recognize a face with more effectively. There are 

various difficulties, such as low clarity, light variation, etc. 
These factors greatly affect the accuracy of a computer to 

detect faces effectively. Our brain combines the different 
sources of information into the useful patterns, we don’t see 

the visuals as scatters. If we define face recognition in the 
simple word, “Automatic face recognition is all about to 

take out those meaningful features from an image and 
putting them into a useful representation then perform some 

classification on them”. The basic idea of face recognition 
is based on the geometric features of a face. It is the 

feasible and most intuitive approach for face recognition. 
The first automated face recognition system was described 

in the position of eyes, ears, nose. These positioning points 
are called features vector.  
In recent decades, a numerous attendance management 

system based on face recognition has been introduced in 

order to improve the performance of students in different 
organization. 4 In Jomon Joseph, K.P. Zacharia proposed a 

system that uses image processing, PCA, Eigen faces, 
Microcontroller, based on MATLAB. Their program works 

only with front faces and there is a need for this an 
appropriate method that works in the form of system. A 

author proposed a method using artificial neural networks, 
and they employed PCA to extract facial images as well as 

testing and training. Neural networks were used to do this, 
and their method works well in many positions. A proposal 

for an attendance management system was made by 
VeeraMuthu, MuthuKalyani.K, MuthuKalyani.K A authors 

present an eigen face approach combined with a PCA 
algorithm for marking face recognition attendance systems, 

as well as a comparison of several face recognition 
algorithms. Overall, it was a good strategy for keeping 

track of attendance. The PCA method was used to develop 

an efficient attendance management system, which has 
achieved accuracy of up to 83 percent but suffers from 

system performance degradation owing to modest changes 
in light conditions. Another way to make an attendance 

system simple and secure is to employ artificial neural 
networks. The author suggested a system that uses PCA to 

 
extract facial images and neural networks for testing and 
training. Their system works in various orientations.  
Disadvantages of Existing System :  

 Low detection rates.
 Difficult to detect face in complex backgrounds or in 

presence of multiple faces.
 Application only to frontal faces. May not detect faces 

with beards.
 Convolution cost is high.

 It has High Dimensional Features Vector
 Sensitive to illumination, face sizes, poses and 

expressions
 Unable to detect the faces in occlusions and different 

poses. 
 
 
 
 
 
 

 

Proposed System :  
To overcome some of the constraints of existing methods, the 

proposed approach has to meet specific criteria, such as the 

device's components having to be low-cost and accurate in 

order for the system to be economical and reliable. It reduces 

the flaws of the existing manual system. The system can 

calculate the attendance of each individual person, where we 

don’t need to give any prior details about that person. It can 

take the name of the student into the excel sheet once that 

employee reaches the range of the camera. For face 

identification, we employed the Histogram of Oriented 

Gradient and deep learning algorithms to generate and compare 

128-d face features. Once faces are spotted and recognised 

using the current database, the system calculates real-time 

attendance, and it is saved in the given excel sheet by the 

system automatically. Our system is divided into two types one 

is recognition based on the HOG (Histogram of Oriented 

Gradient) and second is LBP used to detect or identify a image 

or a real time video. Feature Descriptor for Histogram of 

Oriented Gradients (HOG), compute feature descriptors/vectors 

from an image. These characteristics serve as a numerical 

"fingerprint" for distinguishing one feature from another. The 

HOG (Histogram of Oriented Gradients) technique counts the 

number of times a gradient is oriented in a certain area of a 

picture. The HOG algorithm divides the image into small, 

connected sections called cells, and calculates the image 

gradient along the x- and y-axes for the pixels within each cell. 
 
 
Advantages Over Existing System : 
In our work we tried to overcome some of the disadvantage:  

 We designed this system as a cost efficient and more 
reliable.

 We don’t need to assign any prior information in the 
excel sheet.

 This system can easily detect multiple faces at a time.

 One can easily manage attendance with this system.
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II. METHDOLOGY 
 
In order to assess employee’s performance, all organizations 

require them to keep track of their attendance. In this sense, 

each institute has its unique technique. Some people take 

attendance manually using outdated paper or file-based 

systems, while others use biometric technology to take 

attendance automatically. However, with these approaches, 

peoples must wait a long time to form a line when they enter. 

There are a variety of biometric methods available, but the key 

authentications are the same across all modalities. Every 

biometric system begins with an enrolment procedure in which 

a person's unique characteristics are entered in a database, 

followed by identification and verification processes. These 

two processes compare a person's biometric feature to a 

template that was previously stored at the time of enrolment. 

Fingerprints, eye iris, face, hand geometry, signature, gait, and 

voice are all examples of biometric templates. Our technology 

employs a facial recognition approach to ensure that 

employees can automatically take their attendance for their 

participation. Face recognition consists of two steps: first, 

faces are recognized in the image, and then these found faces 

are verified by comparing them to a database. The Ada Boost 

algorithm, the Float Boost algorithm, the S-Ada Boost 

algorithm, Support Vector Machines (SVM), and the Bayes 

classifier have all been presented for face detection. The rapid 

face detection algorithm can improve the efficiency of the face 

recognition algorithm. In all the approaches listed above, 

SURF is the most efficient. The system comprises the 

employee’s photos that are collected in the dataset and delivers 

them to an image enhancement module for processing. After 

the image has been enhanced, it is sent to the Face Detection 

and Recognition modules, where it is recognized, and the 

attendance is recorded on the database server. The Facial 

database stores templates of individual employee’s face photos 

at the time of enrolment. The algorithm detects all the faces in 

the input image and compares them one by one to the face 

database. If a particular face is recognized, the attendance is 

recorded on a server that anyone can access and use for various 

purposes. OpenCV is a cross-platform library that may be used 

to create real-time computer vision apps. It focuses primarily 

on image processing, video recording, and analysis, with 

capabilities such as face detection and object detection. 

 
Computer vision is a discipline that discusses how to 

reconstruct, interrupt, and interpret a 3D scene from its 2D 

images in terms of the structure inherent in the scene. It is 

concerned with employing computer software and hardware to 

model and replicate human vision. Computer Vision has a lot 

of overlap with the fields. Image Processing is concerned with 

the alteration of images. It demonstrates how to classify 

patterns using a variety of strategies. Photogrammetry is the 

process of extracting precise measurements from photographs. 

The development of clear, meaningful descriptions of actual 

objects from their images is known as computer vision. A 

description or interpretation of structures in a 3D scene is the 

result of computer vision. Image processing is concerned with 

image-to-image conversion. Image processing uses images as 

both its input and output. The OpenCV library's primary 

library modules are listed below. Core Functionality: This 

module introduces the essential data structures used in 

OpenCV applications, such as Scalar, Point, and Range. It also 

includes the multidimensional array Mat, which is used to store 

the images, in addition to these. This module is included in the 

OpenCV Java library as a package named org.opencv.core. 

Image Processing: Image filtering, geometrical image 

transformations, colour space conversion, histograms, and 

other image processing processes are covered in this module. 

This module is included in the OpenCV Java library as a 

package named org.opencv.imgproc. Video: The fundamentals 

of motion estimation, background subtraction, and object 

tracking are covered in this module. This module is provided in 

the OpenCV Java library as a package named 

org.opencv.video. Video I/O: The OpenCV library is used to 

demonstrate video capturing and video codecs in this lesson. 

This module is provided in the OpenCV Java library as a 

package named org.opencv.videoio. calib3d: Basic multiple-

view geometry methods, single and stereo camera calibration, 

object pose estimation, stereo correspondence, and aspects of 

3D reconstruction are all covered in this topic. This module is 

included in the OpenCV Java library as a package named 

org.opencv.calib3d. features2d: The fundamentals of feature 

detection and description are covered in this module. This 

module is provided in the OpenCV Java library as a package 

named org.opencv.features2d. Objdetect: Objects and instances 

of the predefined classes, such as faces, eyes, mugs, people, 

cars, and so on, are detected in this module. This module is 

included in the OpenCV Java library as a package named 

org.opencv.objdetect. NumPy is the most important Python 

package for scientific computing. It's a Python library that 

includes a multidimensional array object, derived objects (such 

as masked arrays and matrices), and a variety of routines for 

performing fast array operations, such as mathematical, 

logical, shape manipulation, sorting, selecting, I/O, discrete 

Fourier transforms, basic linear algebra, basic statistical 

operations, random simulation, and more. The ndarray object 

lies at the heart of the NumPy package. Many operations are 

performed in compiled code for performance, and this 

encapsulates n-dimensional arrays of homogeneous data types. 

Between NumPy arrays and 
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normal Python sequences, there are a few key differences: 12 

Unlike Python lists, NumPy arrays have a fixed size when 

created (which can grow dynamically). When the size of a 

ndarray is changed, a new array is created and the old one is 

deleted. The elements of a NumPy array must all be of the 

same data type and so have the same memory footprint. The 

exception is that arrays of (Python, including NumPy) objects 

can be used, allowing for arrays of various sizes. NumPy 

arrays make it easier to do advanced mathematical and other 

operations on massive amounts of data. Such actions are 

typically performed more quickly and with less code than 

utilising Python's built-in sequences. NumPy arrays are used 

by a growing number of scientific and mathematical 

Pythonbased packages; while they normally support Python-

sequence input, they convert it to NumPy arrays before 

processing, and they frequently output NumPy arrays. To put it 

another way, knowing how to utilise Python's built-in sequence 

types isn't enough to efficiently use much (if not all) of today's 

scientific/mathematical Python-based software; you also need 

to know how to use NumPy arrays. NumPy completely 

supports an object-oriented approach, beginning with ndarray 

once more. For instance, ndarray is a class with many methods 

and attributes. Many of its methods are replicated by functions 

in the NumPy namespace's outermost namespace, allowing 

programmers to develop in their preferred paradigm. The 

NumPy array dialect and NumPy ndarray class have become 

the de-facto language for multi-dimensional data transfer in 

Python due to their flexibility. Face Recognition Module is a 

Python package that allows a computer to automatically detect 

all of the faces in an image or in a live video stream. 

Recognize and recognise people by their faces. Because it is 

not a built-in module in Python, we must load it into our 

computer. We get a basic commandline application named face 

recognition, once we install face recognition, which we can use 

to recognise faces in a photograph or folder full of 

photographs. OS Module An operating system (OS) is 

software that manages computer hardware and software 

resources while also providing common functions to computer 

programmes.Time-sharing operating systems plan tasks to 

make the most of the system's resources, and they may also 13 

contain accounting software to track the cost of processing 

time, storage, printing, and other resources. This module 

allows you to use operating system dependent functions on the 

go. Many functions to interface with the file system are 

included in the *os* and *os.path* modules. Although 

application code is usually executed directly by the hardware 

and frequently makes system calls to an OS function or is 

interrupted by it, the operating system acts as an intermediary 

between programmers and the computer hardware for 

hardware functions such as input and output and memory 

allocation. From cellular phones and video game consoles to 

web servers and supercomputers, operating systems are present 

on many devices that incorporate a computer. An operating 

system's components are all designed to make the many 

components of a computer function together. To use any of the 

hardware, whether it's 

 
as simple as a mouse or keyboard or as complicated as an 

Internet component, all user software must pass via the 

operating system. Datetime module Although date and time 

aren't data types in Python, a module called datetime can be 

imported to work with both the date and the time. There is no 

need to install the Python Datetime module outside because it 

is included in Python. The Python Datetime package provides 

classes for manipulating dates and times. These classes offer a 

variety of capabilities for working with dates, times, and time 

intervals. In Python, date and datetime are objects, so when 

you manipulate them, you're altering objects rather than strings 

or timestamps. The DateTime module is divided into six 

categories: date — An idealised naive date based on the 

assumption that the present Gregorian calendar was and will 

always be in use. Year, month, and day are its characteristics. 

time — An idealised time that is independent of any given day 

and assumes that each day has exactly 24*60*60 seconds. It 

has the following properties: hour, minute, second, 

microsecond, and tzinfo. Datetime — which is a combination 

of date and time with the attributes year, month, day, hour, 

minute, second, microsecond, and tzinfo. timedelta — A 

duration that expresses the difference in microseconds between 

two dates, times, or datetime instances. tzinfo — This item 

offers time zone information. timezone — A fixed offset from 

UTC implementation of the tzinfo abstract base class.  
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III. SYSTEM DESIGN AND ANALYSIS 
 
The hardware of our system consists of Pc with pre-

installed required modules, Highdefinition Cameras, Power 

supply. By using the high-definition camera, we can train 

the database with images taken with it and also used detect 

faces which are already trained in database. Pc should 

contain pre-installed modules like – pip package manager 

for Python packages, or modules face recognition, 

OpenCV, Visual studios.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Block Diagram  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Implementation Steps 
 
Histograms of Oriented Gradients are commonly used to 

detect and recognize visual objects in computer vision, 

pattern recognition, and image processing (i.e., faces 

 
recognition). To boost detector performance, they are 

generated on a dense grid of pixels that overlap local contrast 

histogram normalizations of image gradient orientations. As a 

result, this feature set performs exceptionally well for many 

form-based object categories (e.g., face detection) due to the 

distribution of local intensity gradients, even when the 

corresponding gradient is unknown. Count the occurrences of 

edge orientations during a native neighborhood of a picture to 

derive HOG descriptors. A video is used as an input, which 

was most likely provided by the user. The image vertical and 

horizontal gradients can be determined using gradient 

calculation and a median filter to conduct filtering by value 

[101] [-1 0-1]. The input video is transformed into an image 

frame sequence. This image is segmented into 256*256 pixels 

small cells on average. Each cell is then subdivided into four 

little blocks, each of which is 2*2 pixels in size. It is obtained 

using a histogram of an oriented gradient bar graph. The 13 

direction channels created in step three are represented by the 

coordinates of the bar graph. Normalization is the process of 

representing and associating a vector with pixels. Block 

normalization and normalized histograms of each block cell 

are used to correct local contrast. The Histogram of Oriented 

Gradient is an algorithm that employs a local reference of 

picture coordinates and calculates the gradient's local direction. 

Currently, the HOG technique is used in image identification 

and has a high success rate in detecting human faces. The 

HOG feature is based on an oriented gradient histogram. It can 

characterize not only the feature of face contours, but also the 

fact that it is not light sensitive and has a little offset. By 

merging the features of all blocks in line, you may get the 

human alternatives countenanced facial expression. Using the 

256 256-input image as an example, fig eleven depicts the 

technique for obtaining the depth image's HOG options. We 

calculate the HOG feature as follows: 1) A video is used as an 

input, which is most likely provided by the user. 2) The image 

vertical and horizontal gradients can be determined using 

gradient calculation and a median filter to perform filtering by 

value [101] [-1 0-1]. 3)The input video is transformed into an 

image frame sequence. This image is segmented into 256*256 

pixels small cells on average. Each cell is then subdivided into 

four little blocks, each of which is 2*2 pixels in size. 4)An 

oriented gradient bar graph histogram is obtained. The 13 

direction channels created in step three are represented by the 

coordinates of the bar graph. 5) Normalization is the technique 

of representing and associating a vector with pixels. Block 

normalisation and normalised histograms of each block cell are 

used to correct local contrast. Working of HOG algorithm: 

Finding all the faces. We don't need colour data to locate faces 

in an image, we'll start by converting it to black and white. 

Then we'll go over each and every pixel in our image one by 

one. We want to look at the pixels that are directly surrounding 

each pixel. Our goal is to determine how dark the current pixel 

is in comparison to the pixels in its immediate vicinity. Then 

we'll add an arrow indicating which direction the image is 

darkening. If you repeat this method for each and every pixel 

in the image, each pixel will be replaced by an 
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arrow. Gradients are the arrows that depict the transition from 

bright to dark throughout the entire image. To accomplish this, 

we'll divide the image into 16x16 pixel squares. We'll count 

how many gradients point in each main direction (how many 

points up, up-right, right, etc...) in each square. Then we'll 

replace that square in the image with the strongest arrow 

directions. As a result, we've transformed the original image 

into a very simple representation that accurately captures the 

essential anatomy of a face. All we have to do to locate faces 

in this HOG image is find the region of our image that looks 

the most like a known HOG pattern that was taken from a 

bunch of other training faces.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

HOG vision of the human face 
 
We were able to isolate the faces in our shot, which was a 

relief. But now we have to cope with the fact that faces 

oriented in different orientations seem to a computer in 

completely different ways. To compensate for this, we'll try 

to warp each image so that the eyes and lips are always in 

the sample location. This will make comparing faces in the 

following steps a lot easier. The main concept is that we 

will identify 68 distinct places (known as landmarks) on 

every face, such as the top of the chin, the outside edge of 

each eye, the inside edge of each brow, and so on. Then, 

using a machine learning method, we'll teach it to locate 

these 68 specific locations on any face. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Landmarks on a human face  

 
Now that we know where the eyes and mouth are, all we 

have to do is rotate, scale, and shear the image to get the 
eyes and mouth to be as centred as possible. We're not 

going to apply any sophisticated 3d warps because it would 
distort the image. Only basic image modifications such as 

rotation and scale that preserve parallel lines will be used 
(called affine transformations) To improve detection 

performance in this project, we used both the local binary 
pattern (LBP) and the Histogram of Oriented Gradients 

(HOG) descriptor. The number 4 is used as the central pixel 

in the graphic, and we may find its neighbourhood pixel 
values by using this value. If the value of the centre pixel is 

larger than that of its neighbouring pixel, it is counted as 
one (1); conversely, if the value of the central pixel is less 

than that of its neighbouring pixel, it is counted as zero (0). 

 

IV. RESULTS AND DISCUSSION 
 
IDE is an integrated development environment for Python. 

This is a software environment which usually consist of a 

software development package containing Code Editor, build 

Automation, tools and debugger. Visual Studio is a Microsoft 

Integrated Development Environment (IDE) that may be used 

to create graphical user interfaces (GUIs), consoles, Web 

applications, online apps, mobile apps, cloud, and web 

services, among other things. With the help of this IDE, you 

may write both managed and native code. It utilises a variety 

of Microsoft software development platforms, including 

Windows Store, Microsoft Silverlight, and Windows API, 

among others. Because it can be used to write code in C#, 

C++, VB(Visual Basic), Python, JavaScript, and a number of 

other languages, it is not a language-specific IDE. It is 

compatible with 36 different programming languages. It's 

compatible with both Windows and Mac OS. A high-definition 

camera is installed in the classroom to capture the image. This 

image is fed into the system as an input. Prior to the 

recognition procedure, a student data collection is established. 

This dataset was developed solely for the purpose of training 

this system. We produced a dataset with 5 students' names, 

various stances and variants. A minimum of 15 photos of each 

pupil should be recorded 
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for improved accuracy. When we register student data and 

photographs in our system to establish a dataset, deep 

learning is applied to each face to compute 128-d facial 

features and save them in the student face data file so that 

we may recall that face during the recognition process. This 

procedure is followed for each image captured throughout 

the registration process. 
 
Model testing for known single User:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Detecting a single known face  
 
 
 
 
 
 

Note the time of entry in a text file of single person  
 
 
 
 

 

Note the time of exit in a text file of single person  
 
 
 
 
 
 
 

 
IDLE attendance tracking 

 
 
 
 
 
 
 
 
 
 
 

 
Attendance is recorded on an excel sheet.  

 
Model Testing for multiple faces:  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Detection of multiple faces at a time  
 
 
 
 
 

 
Note the time of entry in a text file for multiple persons  

 
 
 
 
 

 

Note the time of exit in a text file for multiple persons  
 
 
 
 
 
 
 
 

 

Attendance being marked using excel sheet 
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V. CONCLUSION 
 
Automatic attendance management system using OpenCV, 

HOG and LBPH algorithms is developed successfully. This 

Project was created to address the shortcomings of manual 

systems. We employed the face recognition technique to track 

student attendance and improve the system. The method works 

well in a variety of stances and variations. Using facial 

recognition algorithms, this research proposes a simple yet 

effective method for calculating class attendance. This system's 

output can be summarised as follows: As shown in Fig. 6, the 

system not only recognises a single employee face, but it also 

recognises several employees or faces. In addition, the system 

correctly recognises and records the attendance of the detected 

faces.This system will need to be enhanced in the future 

because it sometimes fails to recognise faces from a distance, 

and we also have certain processing limitations. • Working 

with a high-processing system may result in even better 

performance of this system. 
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