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Abstract: The use of gestures as means to convey information is an important part of human communication. The hand gesture 

recognition are important methods for nonverbal communication for human beings. The non-verbal communication is not only 

used for physically challenged person but also it can be efficiently used for various applications such as 3D gaming, aviation, 

surveying, etc. To solve the difficulties faced by hearing impairment, it is necessary to develop a system which translates the sign 

language into text which can easily be recognized by the impaired people.For recognizing the gestures, there are several 

algorithms are available. There are several approaches for gesture recognition using MATLAB. Artificial Neural networks are 

flexible in a changing environment. It also describes the process of gesture recognition using neural network. It’s a highly 

efficient method that has been proven able to distinguish and classify with an amazing rate of performances. Then, it will be 

possible to train the network with a full set of examples and finally to use in real time conditions. 
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1 INTRODUCTION 

Hand gestures are the movements of hands, arms or fingers. Gesture recognition is process of identifying gestures by the 

computer which is made by user. The idea of developing hand gesture recognition procedure is to develop, an interaction between 

human and computer and the recognized gestures are used to control the meaningful information. [1] Recently there has been 

surge in interest in recognizing human hand gestures. The sign language recognition is done in two ways Static gesture and 

dynamic gesture [2]. Static hand gesture is particular hand configuration and pose represented by single image. A dynamic hand 

gesture is a moving gesture, represented by sequence of images. Dynamic gesture is more practical as compared to static gesture, 

even though it has more difficulties. We focused on the recognition of static images. Vision based interfaces are feasible and 

popular at this moment because the computer is able to communicate with user using webcam [3] . This means, user able to give 

command to the computer by just showing some actions in front of the webcam without typing keyboard and clicking mouse 

button. Hence, users are able to perform human-machine interaction (HMI) with these user-friendlier features. Eventually, this 

will deploy new commands that are not possible with current computer input devices. Lately, there has been a surge in interest in 

recognizing human hand gestures. The most structured sets of gestures belong to sign language [4]. In sign language, each gesture 

has an assigned meaning (or meanings). This project used some numeric sign like American Sign Language (ASL). ASL is the 

language of choice for most deaf people. The main purpose of invented ASL is to allow deaf people communicate with normal 

people. ASL consists of approximately 6000 gestures of common words with finger spelling which are used to communicate 

proper nouns.  

2Objective of the work 

The objective of this project is to develop a program implementing gesture recognition. At any time, a user can exhibit his hand 

doing a specific gesture in front of a camera linked to a computer. 

              The program has to collect pictures of his gestures, analyze it and to identify the sign. In order to lighten the project, it  

has been decided that the identification would consist in counting the number of fingers and recognition of American Sign 

Language that are used by user in input picture.  
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3. System Development 

 

3.1 Experimental Set up 

The experimental set up consist of 

1. Digital Camera: To take the images. The camera is interfaced to computer. 

2. Computer: Computer is used to create a database & analysis of the images. The computer consists of a program prepared 

in MATLAB for the various operations on the images. Using Neural Network tool box, analysis of the images is done.  

 

3.2 The conceptual block diagram of the work is shown below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1 Block Diagram ofrecognition system 

 

a) Image creation: The images are taken by camera. Camera is interfaced to the computer. 

b) Pre-processing: A pre-processing step is performed to get the appropriate image, which is required for real time 

classification. So, it consists of some steps. The net effect of this processing is to extract the hand only from the given 

input because once the hand is detected from the given input it can be recognized easily. So preprocessing steps consists 

of following tasks. 

i) Skin Modelling 

ii) Removal of background 

iii) Conversion of RGB to binary 

iv) Hand Detection 

i) Skin Modelling: 

There are numerous method used for skin detection such as RGB(Red, Green, Blue) ,YCbCr(Luminanc 

Chrominance) and HSV(Hue,Saturation,Value) 

ii) Removal of Background: 

   I have found that background greatly affects the result of hand detection that’s why I have decided to remove it. 

iii) Conversion of RGB to binary: 

All algorithms accept an input in RGB form and convert it into binary format in order to provide ease in 

recognizing any gesture and also retaining the luminance factor in an image. 

iv) Hand detection: 

Image could have more than one skin area but we required only hand for further process. 

 

c) Feature Extraction  

 In this step the required features are extracted from the image The following steps are used. 

i) Subtraction: - 

In background subtraction method the image of the background is  

Captured as reference image. The plain background image is subtracted from the image having hand with 

background that is Target image. The resulting image is only hand. This is the simple and easiest method of 

extraction. 
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ii) Segmentation: - 

Thresholding is used for clarity. Thresholding by Hysteresis method is used. The hysteresis will give the 

information which point is to selected as threshold. Also, it will convert into the binary form. So, it is easy for 

further processing. 

iii) Edge Detection: - 

The images are first captured using webcam, and converted into grayscale format. After converting this image 

into grayscale image edge detection is applied. Here we find the points of the image where there are sharp edges 

or discontinuous or where sharp changes in brightness is encountered. Fig shows edge detected hand. 

 

 

 
Figure 2 After Edge Detection 

 
iv) Image filling and Boundary Detection 

From the hand counter obtained from the preprocessing steps, the feature of interest is the set of fingertips, 

which in turn is a subset of boundary of hand. We use bwboundaries a MATLAB function to store the boundary 

of the hand counter in a linear array, formed sequentially from the topmost band leftmost boundary pixel, which 

is on. bwboundaries detects boundaries of filled images or holes within filled objects. Thus, we filled the 

continuous edge of the hand counter with white pixel as shown in Figure 3 

 

 
Figure 3 Filled Image 

 

v) Vectorization 

In order to reduce computing complexity, we define the angle C(i) between two vectors [P(i-k), p(i)] and 

[P(i), p(i+k)] as curvature, where k is a constant. The points along the edge where the curvature reached a local 

extreme, that is the local features, are then identified. Some of these local features are labeled as “peak” 
or“valley”.  

Weusethisalgorithmtocomputecurvaturesateverypoint, and thus detect positions of the fingertip in the 

boundary detected hand contour as shown in Figure 4 It shows yellow vectors denote curvatures belonging to a 
fingertip; green vectorsdenotecurvatures,whichdonotbelongtoafingertip. 

  Figure 4 Vectorization 

 

vi) Fingertip tracking and gesture identification 

In fingertip tracking and Gesture Identification; we used ANN algorithm, to train the system and 
accordingly give us the necessary output. 

 

 

 

d) Artificial Neural Network 

i)  Creating Training Sets: The pattern recognition block consists of creating a training set from the images. Here the input 

and expected output is known & according to that neural network is trained, which calculates the weight & bias? This 
creates the training sets. 

      ii) Testing: For testing unknown image is given input to the network which is then compared with training set Depending   

         upon the match it gives output. 
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      iii) Feedforward Neural Network 

 
 

Figure 5 Feedforward Neural Network  

 

Inputs are used to create the Training sets are given at the input layer. In the feed forward network, the output of the 

input node is connected to each of the input of hidden layer node. Each input is having weight which is updated according 
to the error generated by nodes associated with mismatch between the actual output and the desired output. 

When there is perfect match, the error is zero and the wights are fixed. In this way, the network is trained for a 

particular input and output combination. 

 The images to be tested are given as input to the trained network. Depending on the comparison we are getting output 
for a given image. The output is depending on training system i.e., how we train the system. 

 

4. Implementation and Result 

The easiest way to create a neural network is to use one of the network creation functions (see New Networks Functions 

in the Neural Network Toolbox Reference for a full list of these functions).To investigate how this is done, you can create 
a simple, Artificial Neural Network ,using the command newfit. 

 Net = newfit 

 This command will display the following: 

              net =Neural Network 

             name: ‘Artificial Neural Network’ 

             The output of the hand detection is binary image in which white pixels are the members of hand region, while the black 

             pixels belong to the background. An example of the hand detection is shown in Figure 6 Then the following procedure is  

             implemented on the binary hand image to segment the fingers and palm. 

 

 
Figure 6 The detected hand region 

 

i)  Palm Point: - The palm point is defined as center point of the palm. It is found by the method of distance 

transform. Distance transform also called distance map is a representation of an image, In the distance transform 

image, each pixel records the distance of it and the nearest boundary pixel. An example of distance transform is 

demonstrated in figure 7. Figure 7(a) is binary image and Figure 7(b) is distance transform image. The block city 

distance is used to measure the distances between pixels and the nearest boundary pixels. As is shown in figure, the 

center point of the binary image is with largest distance 4. Figure 8 is the distance transform image of binary hand 

image. The pixel is largest distance chosen is palm point. The found palm point is shown in figure 9 
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(a)      (b) 

FIGURE  7 :An example of distance transform: (a)is a binary image ; (b)is the distance transform 

 

                                                                                             Figure 8  

 

 

 
 

Figure 9 The palm point and inner circle of maximal Radius 

 

  ii)  Inner Circle of the maximal Radius: When the palm point is found it can draw a circle with the palm point as the center point 

inside the palm, The circle is called inner circle because it is included inside a palm. The radius of the circle gradually increases 

until it reaches the edges of the palm. That is radius of circle stops to increase when a black pixel are included in the circle.  

The circle is inner circle of maximal radius which is drawn as the circle with red colour. 

In Figure 9.Recognition of hand gesture by using Neural Network is executable. After running executable file such as 

database. After executing the Executable file if web camera is attached to system, then classification of hand gesture first 

calculates the finger points. After that finger count value displayed in text form. 
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Figure 6 a) Two finger calculates b) Output of hand gesture 

 

 

 
Figure 7 a) Three finger calculates    b) Output of hand gesture 

 

 

 
Figure 8 a) Five finger calculates b) Output of hand gesture 

 

5. Conclusion 

 Human hand gestures provide the most important means for non-verbal interaction among people. At present, artificial neural 

networks are emerging as the technology of choice for many applications, such as pattern recognition, gesture recognition, 

prediction, system  identification, and control. ANN provides good and powerful solution for gesture recognition in MATLAB. 

Artificial Neural networks are applicable to multivariate non-linear problems. It has a fast computational ability. The ability of 

neural nets to generalize makes them a natural for gesture recognition. The major goal of this project is that to developed a system 

which translates the sign language into text which can easily be recognized by the impaired people. 
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