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Abstract: In recent years, the significance of behaving with customers according to their history has been growth dramatically. Customer Segmentation has been used as the basis for understanding and grouping customers. Every month, there are thousands of customers generated. Every day there is a transaction process performed by Customer. The process generates a lot of data. One of the most widely applied methods for segmenting customers is RFM model. This study aims to perform customer segmentation by utilizing data mining process based on RFM model and by using techniques Clustering. The algorithm used for cluster formation is K-Means algorithm.

The goal of this project is to analyze and segment the customers of an e-commerce company by using the RFM approach of given data. This will enable the e-commerce company to optimize their retention and acquisition strategies. Many businesses get most of their revenue from their ‘best’ or regular customers. Since the resources that a company has, are limited, it is crucial to find these customers and target them. It is equally important to find the customers who are dormant/are at high risk of churning to address their concerns. For this purpose, here I am trying to Build an unsupervised learning model which can enable company to analyze their customers via RFM (Recency, Frequency and Monetary value) approach.

The result of this research can be used by company to know customer category, and then the company will know how to maintain the customer owned.

Index Terms - Data Mining; RFM Model; Cluster Analysis; Customer Segmentation, K-Means Algorithm.

I. INTRODUCTION

As it is well known by marketers, customers have various kinds of needs and wants. Companies have used several segmentation criteria and techniques to better identify and understand customer groups and provide preferable products and services to them in order to satisfy these different needs and wants. Also, segmentation is important that the company can create profitable segments and react to the selected segment based on its competitive advantages. However, many marketers have difficulty in identifying the right customer segments to organize marketing campaigns.

Customer is always the first priority of every business; it has also proven many times that customer-oriented organizations are successful and ever growing in cooperate world. This was figured out by many organizations and they are trying to implement customer centric approach as their work criteria. To get into the shoes of the customers and try to merge according to the new trend followed by customers is constantly in generating huge profit.

Customer satisfaction is critical in customer relationship management to confirm an increasing graph of customer loyalty and retention.

When a person goes into a retail store and purchases a few items, the following basic data points should be generated:

1. Customer ID
2. Address/Contact number of the customer (Demographic information)
3. Invoice number
4. Product name and product code
5. Quantity
6. Unit Price
7. Date and time of the transaction
II. LITERATURE SURVEY

In recent research we have found that a case study of using data mining techniques to segment customers for an IT solution is presented. The objectives of this research are to construct a customer segmentation model based on 3 customer demographics and purchase behaviors and to help business better understand its customers and support their customer-centric marketing strategy. Regarding to the customers demographic data and RFM values generated from purchase behaviors, customers have been segmented using the K-means clustering technique into numerous groups based on their similarity, and the profile for each group is identified based on their characteristics. Accordingly, recommendations are provided to the business on marketing strategy and further analysis.

In today's business competition, customers are the main focus of the company to maintain its excellence. Companies must plan and use clear strategies in serving customers [1][2]. The company's primary focus is not on how to get new potential customers but how to sell more products to the existing customers because the cost that companies must incur acquire new customers is much more expensive than to retain existing customers [3].

RFM model is extremely useful in building customer segmentation model effectively. However, simplicity threatens the power of RFM and the models need to be made and be improved by a manual process. Moreover, RFM models cannot confront with changes in the business and managers should handle them by adhoc decisions. In this paper, we found the best definitions for R, F and M to have a dynamic RFM model and also using K-Means in order to propose R+FM model which builds customer segmentation model dynamically [6].

There are 4 customer categories that demand companies to give different service to customer. RFM technique is based on three simple customer attributes, namely Recency of purchase, Frequency of purchase, and Monetary value of purchase. The values of recency, frequency and monetary are combined to form RFM scores. For example, in a five category ranking system, there are about 125 possible RFM scores and the highest RFM score is 555. RFM scores clearly show the categories of different consumers. The best customer search with the highest RFM scores. In this paper, the ranking1-4 is used to evaluate the customer retention [7].

The model used by the researcher is RFM (Recency, Frequency, Monetary) commonly used to perform the last visit time grouping, visit frequency, and revenue obtained by the company [4]. There are on why continuing to use the RFM model is that it is easy to use and quickly implemented in companies, and in addition RFM is easily understood by managers and marketing decision makers [5].

P. Anitha et al. applied the k-means algorithm to the RFM model to evaluate the buying behaviour of users in different regions [12]. Siti Monalisa et al. applied the RFM model to property insurance, customer investment, telecommunications services, healthcare, and FMCG industries [13].

III. A CASE STUDY

The dataset used in this case study is credit sales data on Nine Reload Credit Server. At the company there is a lot of data stacking, thousands of transactions every month. You can imagine how difficult it would be if you had to analyze the data manually one by one. The researchers tried to analyze the data as much as 82,648 customer transactions. The model proposed in determining the profitable customer is described in Figure 1 which shows the steps to determine the profitable customer.
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In this study the database used is the data collected from the transaction as much as 5,37,979 customers id and with 12 different attributes are there. Table 1 is an example of a database.
3.1 Data Mining

Data mining is a process that uses statistics, mathematics, artificial intelligence, and machine learning techniques to extract and identify useful information and related knowledge from large databases. Data mining is a part of knowledge discovery data which is a useful, unknown, and hidden information extraction process from data.

3.2 Data Preparation

At this stage the database structure will be prepared so as to simplify the mining process. The data set also consist of some duplicate entries & Null values. Provided data set is between the period 02-12-2016 to 19-12-2017 (Approx 1 year). The preparation process includes three main things :selection, pre-processing, and transformation data. This process also carries out the selection of attributes that are adjusted to the data mining process. Here we first remove null values, duplicate values and negative values form database. After removing all above things now database size is 368829.

On this dataset now we perform operations to find best , good , loyal and lost customer and result will be published soon.

3.3 Customer Segmentation

Customer segmentation is a process of dividing the Customers into several segments or categories in a way such that they are very similar to one another relevant to marketing, such as gender, age , interests ands pending habits[8]. Inorder to segment customers into different groups or segments RFM variables are widely used.

Customer segmentation based on RFM (Recency,Frequency & Monetary) variables is very popular now a days to segment the customers pursuant to their characteristics and behaviour. Market segmentation means the combination of buyer’s or customers into several segments or groups using some criteria such that they share or represent something that is common. Market segmentation allows different companies or business farms target and select different categories of customers in term so their characteristics and behaviour for buying products or services or their interests on certain products [9].

Factors for segmentation for a business to consumer marketing company:

1. Demographic: Age, Gender, Education, Ethnicity, Income, Employment, hobbies, etc.
2. Recency, Frequency, and Monetary: Time period of the last transaction, the frequency with which the customer transacts, and the total monetary value of trade.
3. Behavioral: Previous purchasing behavior, brand preferences, life events, etc.
4. Psychographic: Beliefs, personality, lifestyle, personal interest, motivation, priorities, etc.
5. Geographical: Country, zip code, climatic conditions, urban/rural areal differentiation, accessibility to markets, etc.
IV. CLUSTERING ALGORITHMS FOR SEGMENTATION

Clustering can be defined as the process of organizing objects in a database into clusters/groups such that objects with in the same cluster have a high degree of similarity, while objects belonging to different clusters have a high degree of dissimilarity. Clustering is an unsupervised learning approach in which the raw data are classified in a way so as to discover the inherent patterns that exist in data[10]. Clustering partitions data points into smaller number of clusters such that objects are very similar within a cluster and very discordant to objects in other clusters.Clustering techniques [6,7] fall into a group of undirected data mining tools. The goal of undirected data mining is to discover structure in the data as a whole.

4.1 K-means Clustering Algorithm

K-means is a well-known unsupervised, iterative, partitioning learning algorithm in the field of data mining. It is used in solving various clustering problem especially for large datasets. The algorithm has two separate parts. In first part, K number of centers are selected randomly. K is initially fixed. In second part, every data object is taken to the closest center . In order to choose the initial value of K, self-organising map can be used.

V. Conclusion

The results of this study can be used as a decision support system in the credit business to map customers and to know potential customers. We are possible to improve the accuracy of recommendation using RFM method for item segmentation and clustering by item category so as to be able to reflect the attributes of items. As a result of that, we can propose the personalized recommendation system using K-means clustering of item category based on RFM.[6]

The main purpose of this research was to segment the customers id from the transaction data of 82,648 based on RFM model, and furthermore clustering analysis was performed by using K-Means
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