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Abstract: In this world of advanced technology where everything is developing at a very fast pace, image and video processing has 

become extremely important for various reasons. Applications for guiding Self driving cars and for building software that guides blind 

people.  Also, it can help in military operations and surveillance by detecting threat and help weapons and soldiers to destroy them. 

Video caption generator uses video encoder as well as caption decoder framework. Image and Video Captioning can be done by using 

Deep Learning Models. In this paper we will be using Neural Networks for the image and Video captioning. Convolutional Neural 

Network is used as encoder which access the image features and Recurrent Neural Network (Long Short Term Memory) is used as 

decoder which generates the captions for the images with the help of features of the images and vocabulary that is built. In Video 

Captioning, for the generator module, we take an existing video captioning concept using LSTM network. For the discriminator, we 

apply a novel realization specifically tuned for the problem of video captioning and taking both the video and sentences features as 

input.. 

 

Index Terms - Convolutional Neural Network, Recurrent Neural Network, Deep Learning, Long-Short Term Memory. 

I. INTRODUCTION 

Machine Learning is a vast topic and also part of Artificial intelligence. Deep Learning can be described as part of Machine learning, 

capable of learning from unstructured and unlabeled data. In recent times Deep learning has extremely changed the world of Computer 

Vision. By using the features of deep learning features and representations, machine can give comparable or better performance than 

human beings in object recognition, image classification and video segmentation, but still there are developments needed in segments 

like image and video captioning. Caption generation could be a challenging AI issue, wherever a textual clarification for a given image 

must be made. It needs both computer vision strategies to know the image content, and a language model from the language process 

(NLP) field to remodel the image understanding into words within the right order. VIDEO captioning is the problem of producing a 

textual description for a given video content The multidisciplinary nature of this problem opens vast new possibilities for inter-relating 

with video collections and there has been an increase in research effort on this subject observable over the past years. This 

interdisciplinary nature, however, also poses crucial research challenges at the intersection between the fields of natural language 

processing and computer vision. With the progress in technology that the efficiency of image caption generation is also growing. 

Captioning of image can be used in many Machine Learning tasks for Recommendation Systems. There are many models being proposed 

for image captioning like object detection model, visual attention. In Deep Learning there are different models like VGG model, 

Inception Model ,ResNet-LSTM model, traditional CNN-RNN Model. In this analysis, we are going to elaborate the model we have 

followed for captioning the images and videos i.e CNN, RNN and LSTM.   
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II. RELATED WORK 

SR.NO AUTHOR TITLE DESCRIPTION 

1. PROF. SANDEEP 

SAMLETI, ASHISH 

MISHRA,ALOK 

JHAJHRIA,SHIVAM 

KUMAR RAI,GAURAV 

MALIK 

REAL TIME VIDEO CAPTIONING 

USING DEEP LEARNING 

 IN THIS RESEARCH PAPER WE HAVE DISCUSSED THE 

TWO MODELS, FIRST ONE IS HIERARCHICAL MODEL 

AND SECOND ONE IS MULTI STREAM HIERARCHICAL 

BOUNDARY MODEL. THE HIERARCHICAL MODEL IS 

COMBINED WITH STEERED CAPTIONING. 

2. AISHWARYA MAROJU, 

SNEHA SRI DOMA, 

LAHARI 

CHANDARLAPATI 

IMAGE CAPTION GENERATING DEEP 

LEARNING MODEL 

IN THIS PAPER WE WILL BE USING NEURAL 

NETWORKS FOR THE IMAGE CAPTIONING. 

CONVOLUTION NEURAL NETWORK (RESNET) IS 

USED AS ENCODER WHICH ACCESS THE IMAGE 

FEATURES AND RECURRENT NEURAL NETWORK 

(LONG SHORT TERM MEMORY) IS USED AS DECODER 

WHICH GENERATES THE CAPTIONS FOR THE IMAGES 

WITH THE HELP OF IMAGE FEATURES AND 

VOCABULARY THAT IS BUILT. 

3. S. DAS, L. JAIN AND A. 

DAS 

DEEP LEARNING FOR MILITARY 

IMAGE CAPTIONING 

THIS PAPER PRESENTS THE PROOF-OF-CONCEPT 

DEMONSTRATION FOR CAPTION GENERATION. THE 

GENERATIVE MODEL IS BASED ON A DEEP 

RECURRENT ARCHITECTURE COMBINED WITH THE 

PRE-TRAINED IMAGE-TO-VECTOR MODEL INCEPTION 

V3 VIA A CONVOLUTIONAL NEURAL NETWORK 

(CNN) AND THE WORD-TO-VECTORS MODEL 

WORD2VEC VIA A SKIP-GRAM MODEL. 

4. A. HANI, N. 

TAGOUGUI AND M. 

KHERALLAH 

IMAGE CAPTION GENERATION USING 

A DEEP ARCHITECTURE 

IN THIS PAPER, WE PRESENTED A MODEL THAT 

GENERATES NATURAL LANGUAGE DESCRIPTION OF 

AN IMAGE. WE USED A COMBINATION OF 

CONVOLUTIONAL NEURAL NETWORKS TO EXTRACT 

FEATURES AND THEN USED RECURRENT NEURAL 

NETWORKS TO GENERATE TEXT FROM THESE 

FEATURES. 

5. SOHEYLA AMIRIAN , 

KHALED RASHEED, 

THIAB R. TAHA, 

HAMID R. ARABNIA 

AUTOMATIC IMAGE AND VIDEO 

CAPTION GENERATION WITH DEEP 

LEARNING: A CONCISE REVIEW AND 

ALGORITHMIC OVERLAP 

THIS ARTICLE IS A CONCISE REVIEW OF BOTH IMAGE 

CAPTIONING AND VIDEO CAPTIONING 

METHODOLOGIES BASED ON DEEP LEARNING. THIS 

STUDY TREATS BOTH IMAGE AND VIDEO CAPTIONING 

BY EMPHASIZING THE ALGORITHMIC OVERLAP 

BETWEEN THE TWO. 

[6] IN THIS RESEARCH PAPER WE HAVE DISCUSSED THE TWO MODELS, FIRST ONE IS HIERARCHICAL MODEL AND SECOND ONE IS MULTI 

STREAM HIERARCHICAL BOUNDARY MODEL. THE HIERARCHICAL MODEL IS COMBINED WITH STEERED CAPTIONING. 

[7] IN THIS PAPER WE WILL BE USING NEURAL NETWORKS FOR THE IMAGE CAPTIONING. CONVOLUTION NEURAL NETWORK (RESNET) IS USED 

AS ENCODER WHICH ACCESS THE IMAGE FEATURES AND RECURRENT NEURAL NETWORK (LONG SHORT TERM MEMORY) IS USED AS DECODER 

WHICH GENERATES THE CAPTIONS FOR THE IMAGES WITH THE HELP OF IMAGE FEATURES AND VOCABULARY THAT IS BUILT.   

[3] THIS PAPER PRESENTS THE PROOF-OF-CONCEPT DEMONSTRATION FOR CAPTION GENERATION. THE GENERATIVE MODEL IS BASED ON A 

DEEP RECURRENT ARCHITECTURE COMBINED WITH THE PRE-TRAINED IMAGE-TO-VECTOR MODEL INCEPTION V3 VIA A CONVOLUTIONAL 

NEURAL NETWORK (CNN) AND THE WORD-TO-VECTORS MODEL WORD2VEC VIA A SKIP-GRAM MODEL. 

[8] IN THIS PAPER, WE PRESENTED A MODEL THAT GENERATES NATURAL LANGUAGE DESCRIPTION OF AN IMAGE. WE USED A COMBINATION 

OF CONVOLUTIONAL NEURAL NETWORKS TO EXTRACT FEATURES AND THEN USED RECURRENT NEURAL NETWORKS TO GENERATE TEXT 

FROM THESE FEATURES. 

[5] THIS ARTICLE IS A CONCISE REVIEW OF BOTH IMAGE CAPTIONING AND VIDEO CAPTIONING METHODOLOGIES BASED ON DEEP LEARNING. 

THIS STUDY TREATS BOTH IMAGE AND VIDEO CAPTIONING BY EMPHASIZING THE ALGORITHMIC OVERLAP BETWEEN THE TWO. 

III. PROPOSED SYSTEM 

Photo Feature Extractor: With the assistance of 16-layer VGG (CNN) model, we've got pre-trained the Flicker8k dataset. This pre-
processes the photos with the VGG model (without the output layer) and can use the extracted features expected by this model as input. 

Sequence Processor: It is a word embedding layer used for handling the text input, followed by a long short-term memory (LSTM) that 

is the Recurrent neural network layer. This model is trained to predict every word of the sentence once the image is generated. 

Decoder: A fixed-length vector is the output of the feature extractor and sequence processor. These are aligned with one another and 
processed by a dense layer to create a final prediction. In the end, an image caption is generated. 

The model image function Extractor expects features of the input image to be a vector of 4096 elements. These are processed via a dense 

layer to form a photographic illustration of 256 elements. Input Sequences with a predefined length are needed by the model of Sequence 
Processor to be fed into an embedding layer using a mask to avoid padded values. 
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The input models generate a vector of 256 parts as LSTM works with units of 256 memory units.to reduce overfitting within the training 

set each input models use 50% dropout regularization. The Decoder model uses an extra operation to merge the vectors from each input 

models. this is then fed into a Dense 256 layer of neurons and a final output Dense layer that permits a softmax prediction for the next 
word within the sequence over the complete output vocabulary. 

 

 
Fig. 

IV. ANALYSIS OF ALGORITHMS 

1.1 CNN(Convolutional Neural Network) 

 
In deep learning, a convolutional neural network (CNN) is a a part of deep neural networks, most ordinarily applied to research visual 

image. currently once we consider a neural network we expect about matrix multiplications however that's not the case with ConvNet. 

It makes use of a special technique known as Convolution. In arithmetic, convolution could be a mathematical operation on two functions 
that produces a third function that expresses how the shape of one is changed by the other. 

 

 
Fig. 1 CNN(Convolutional Neural Network) 

 

1.2 RNN(Recurrent Neural Network) 

RNNs were the quality suggestion for operating with sequential data before the advent of attention models. Specific parameters for 

every element of the sequence may be required by a deep feed forward model. It may even be unable to generalize to variable-length 

sequences. Recurrent Neural Networks use a similar weights for every element of the sequence, decreasing the amount of parameters 

and permitting the model to generalize to sequences of variable lengths. RNNs generalize to structured data apart from sequential data, 

like geographical or graphical knowledge, because of its style. 

Recurrent neural networks, like many other deep learning techniques, are comparatively old. They were first developed within the 1980s, 

however we tend to didn’t appreciate their full potential till late. the advent of long short-term memory (LSTM) within the 1990s, 

combined with a rise in computational power and also the large amounts of information that we tend to currently need to deal with, has 

very pushed RNNs to the forefront. 
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Fig. 2 RNN(Recurrent Neural Network) 

 

1.3 LSTM(Long Short Term Memory) 

Long Short Term Memory (LSTM) networks are a kind of recurrent Neural Network that may learn order dependence. The output of 

the previous step is used as input within the current step in RNN. Hochreiter & Schmidhuber created the LSTM. It addressed the issue 

of RNN long-term dependency, within which the RNN is unable to predict words stored in long-term memory however will create more 

correct predictions based on current data. RNN doesn't offer an efficient performance because the gap length rises. The LSTM could 

keep information for a long time by default. it is used for time-series processing, prediction, and classification. LSTM has feedback 

connections, not like conventional feed-forward neural networks. It can handle not solely single knowledge points (like photos) however 

conjointly complete knowledge streams (such as speech or video). LSTM will be used for tasks like nonsegmental, joined handwriting 

recognition, or speech recognition. 

• CNN: 

The number of filters is equal to dd (in that case, the conv layer does not change the depth dimensionality). So, in that case, the time 

complexity indeed amounts to O(knd2)O(knd2) because we’re repeating the O(knd)O(knd) routine described in the question for each of 

the dd filters. 

• RNN: 

RNN has a Complexity of O(n.d2). 

• LSTM: 

LSTM is local in space and time, which means that the input length doesn't affect the storage requirements of the network and for every 
time step, the time complexity per weight is O(1). 

V. CONCLUSION 

In this paper we have proposed Image captioning deep learning model. We have used CNN model to get captions for each of the given 

image. For the purpose of training the model Flicker8k dataset has been used. RESNET is the design of convolution layer. The RESNET 

architecture is used for extracting the image features and then this image features are given as input to Long Short Term Memory units 

and captions are generated with the assistance of vocabulary generated throughout the training process. This model works with efficiency 

once. The model is processed using Graphic Processing Unit. With the implementation of the algorithm, it is realized that an end-to-end 

neural network system can automatically view an image and generates a responsible description in natural language. Image captioning 

based on the Convolution Neural network encodes a picture into a representation followed by a recurrent neural network that generates 

corresponding text. This Image Captioning deep learning model is very much useful for analyzing the massive amounts of unstructured 

and unlabeled data to find the patterns in those images for guiding the Self driving cars, for building the software system to guide blind 

people. 
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