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Abstract—Nowadays, credit card fraud is a serious problem in financial services. Billions of dollars are lost due to credit card fraud every year. There is a lack of research studies on analyzing real-world credit card data owing to confidentiality issues. In this paper, machine learning algorithms are used to detect credit card fraud. Standard models are first used. Then, hybrid methods which use AdaBoost and majority voting methods are applied. To evaluate the model efficacy, a publicly available credit card data set is used. Then, a real-world credit card data set from a financial institution is analyzed. In addition, noise is added to the data samples to further assess the robustness of the algorithms. The experimental results positively indicate that the majority voting method achieves good accuracy rates in detecting fraud cases in credit cards.
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1. INTRODUCTION

As per Global Payments Report 2015, Mastercard is the most noteworthy utilized installment technique around the world in 2014 contrasted with different strategies, for example, e-wallet and Bank Transfer [1]. The tremendous value-based administrations are frequently looked at by digital crooks to direct false exercises utilizing the Mastercard administrations. Visa extortion is characterized as the unauthorized use of card, surprising exchange conduct, or exchanges on an idle card [2]. By and large, there are three classifications of charge card extortion specifically, ordinary cheats (for example taken, phony and fake), online cheats (for example bogus/counterfeit dealer destinations), and shipper related fakes (for example shipper arrangement and triangulation) [3]. In the past two or three the years, Mastercard breaks have been moving alarmingly. As per Nilson Report, the worldwide Mastercard extortion misfortunes came to $16.31 billion out of 2014 and it is assessed that it will surpass $35 billion of every 2020 [4]. In this manner, it is important to foster Visa extortion identification strategies as the counter measure to battle criminal operations. By and large, Mastercard extortion identification has been known as the method involved with distinguishing whether exchanges are certifiable or fake. As the information mining and AI methods are immeasurably used to counter digital lawbreaker cases, researchers frequently embraced those ways to deal with study and distinguish charge card extortion exercises. Information mining is known as the most common way of acquiring fascinating, novel and canny examples as well as finding reasonable, illustrative and prescient models from huge size of information assortments [5, 6]. The capacity of information mining methods to remove productive data from enormous size of information utilizing factual and numerical strategies would help Mastercard extortion recognition in light of separating the attributes of normal and dubious Visa exchanges. While information mining zeroed in on finding significant knowledge, AI is established in learning the knowledge and fostering its own model with the end goal of grouping, bunching or so on. The utilization of AI procedures spreads generally all through PC sciences spaces, for example, spam sifting, web looking, promotion position, recommender frameworks, credit scoring, drug plan, misrepresentation location, stock exchanging, and numerous different applications. AI classifiers work by building a model from model information sources and utilizing that to settle on forecasts or choices, as opposed to adhering to rigorously static program guidelines. There are various kinds of AI approaches accessible with the expectations to tackle heterogeneous issues. Because of the idea of this review which was centered around order, the conversation that follows depends on this subject. AI order alludes to the method involved with figuring out how to appoint cases to predefined classes. Officially, there are a few sorts of learning, for example, directed, semi-directed, solo, support, transduction and figuring out how to learn [7]. As the interest of this review was to lead managed based AI grouping, the conversations about the other strategies are disposed of from additional elaboration. In most grouping review, supervised based learning is inclined toward more than different strategies because of the capacity to control the classes of the occurrences with the mediations of human. In regulated learning, the classes of the occurrences would be marked preceding taking care of into classifiers. Then, at that point, by utilizing specific assessment measurements, the exhibitions of the classifiers could be estimated.

In this paper section I contains the introduction, section II contains the literature review details, section III contains the details about methodologies, section IV shows architecture details, V describe the result and section VII provide conclusion of this paper.

2. LITERATURE REVIEW

A formative information mining and AI are famous strategies to study and battle the charge card misrepresentation cases. There is countless examinations that took advantage of the strength of information mining and AI to forestall the charge card fake exercises. In light of Self-Organizing Map and...
Neural Network, the investigation of [8] got Receiver Operating Curve (ROC) more than 95.00% of misrepresentation cases without phony problems rate. The Hidden Markov Model (HMM) additionally has been applied in charge card misrepresentation recognition with low level of deception rates [9]. Nonetheless, change cycle of various states and ascertaining the likelihood in HMM are exorbitant and escalated. Besides, instead of utilizing single classifiers, a portion of the Mastercard extortion identification concentrates on utilized metalearning students in view of directed learning. Stolfo et al. explored Mastercard misrepresentation identification framework utilizing four sorts of calculations to be specific Iterative Dichotomiser 3 (ID3), Classification and Regression Tree (CART), Ripper and Bayes as base students and tried with heterogeneous information circulations [10]. In view of half/half dissemination of occurrences (misrepresentation and non-extortion), the investigation discovered that metalearning involving Bayes as a base student got a higher genuine positive rate contrasted with other meta students. In any case, despite the fact that the dissemination of half/half yields great outcomes, it doesn't reflect certifiable conditions where veritable Mastercard exchanges are very higher than non-authentic exchanges. Scientists have likewise tried different sorts of meta learning classifiers, for example, AdaBoost, LogitBoost, Bagging and Dagging and yielded intriguing results [11]. Through our writing review, Bayesian Network is one of the classifier types that have been generally applied to characterize misrepresentation in the charge card industry. Maes et al inspected the genuine positive and misleading positive created by Bayesian Belief Network and Artificial Neural Network on ordering Mastercard misrepresentation occurrences. The investigation discovered that Bayesian organization performed around 8% higher than Artificial Neural Network and asserted that the previous classifier handling time is more limited than the last [12]. Instead of examining utilizing customary arrangement strategies, the examination by [13] started to perform cost delicate Visa misrepresentation recognition in light of Bayes Minimum Risk strategy. The review estimated the exhibitions of Logistic Regression (LR), C4.5 and Random Forest (RF). The review showed that changing the probabilities of Bayes Minimum Risk classifier on RF order yielded reliably improved results than LR and C4.5. All through our perception and examination of past investigations, Bayesian Network classifiers have become one of the well known classifier types that are generally used to characterize Visa misrepresentation information. Hence, this review endeavored to research the characterization by a few Bayesian classifiers, for example, K2, Tree Augmented Naive Bayes (TAN), and Naive Bayes. In addition, this concentrate likewise estimated the exhibitions of Logistics Regression and J48 in light of the proposed philosophy. A short conversation about Bayesian Network Classifier and proposed classifiers are expressed underneath. Essentially, the objective of misrepresentation recognition ought to be matched to an information mining technique. Information, as a rule, mining procedures can be partitioned into two kinds as far as whether the fake occasion is recognized in the past information: managed and solo [3]. Ngai et al. [4] have shown that grouping as a managed strategy is the most often involved information mining application in monetary misrepresentation identification. Regardless, a classifier ought to characterize every client into one of the two classes of typical or false clients. With a complete view, we observe that we are confronted with a specific kind of characterization issue. Taking into account a bank data set with a large number of exchanges in a day, just exactly couple of exchanges might be dubious in a month. All in all, we are confronted with a super imbalanced data set. The issue with an awkwardness informational index is the slanted dissemination of the information that makes the learning calculations ineffectual, particularly in foreseeing the minority classes. In this segment, we audit the writing in which issues with imbalanced information arrangement and charge card extortion discovery methods are. Albeit the absence of freely accessible data sets has restricted the distributions on monetary extortion identification, in this part we will survey a portion of the accessible ones.

3. METHODOLOGIES

- **Decision Tree (DT)**

The presentation of data in form of a tree structure is useful for ease of interpretation by users. The Decision Tree (DT) is a collection of nodes that creates decision on features connected to certain classes. Every node represents a splitting rule for a feature. New nodes are established until the stopping criterion is met. The class label is determined based on the majority of samples that belong to a particular leaf. The Random Tree (RT) operates as a DT operator, with the exception that in each split, only a random subset of features is available. It learns from both nominal and numerical data samples. The subset size is defined using a subset ratio parameter. The Random Forest (RF) creates an ensemble of random trees. The user sets the number of trees. The resulting model employs voting of all created trees to determine the final classification outcome. The Gradient Boosted Tree (GBT) is an ensemble of classification or regression models. It uses forward-learning ensemble models, which obtain predictive results using gradually improved estimations. Boosting helps improve the tree accuracy.

- **Naive Bayes (NB)**

Naive Bayes (NB) uses the Bayes’ theorem with strong or naïve independence assumptions for classification. Certain features of a class are assumed to be not correlated to others. It requires only a small training data set for estimating the means and variances is needed for classification.

- **The Random Forest (RF)**

The Random Forest (RF) creates an ensemble of random trees. The user sets the number of trees. The resulting model employs voting of all created trees to determine the final classification outcome. The Gradient Boosted Tree (GBT) is an ensemble of classification or regression models. It uses forward-learning ensemble models, which obtain predictive results using gradually improved estimations. Boosting helps improve the tree accuracy. The Decision Stump (DS) generates a decision tree with a single split only. It can be used in classifying uneven data sets.

- **AdaBoost and Majority Voting**

Adaptive Boosting or Ada Boost is used in conjunction with different types of algorithms to improve their performance. The outputs are combined by using a weighted sum, which represents the combined output of the boosted classifier. AdaBoost tweaks weak learners in favor of misclassified data samples. It is, however, sensitive to noise and outliers. As long as the classifier performance is not random, AdaBoost is able to improve the individual results from different algorithms. AdaBoost helps improve the fraud detection rates, with a noticeable difference for NB, DT, RT, which produce a perfect accuracy rate. The most significant improvement is achieved by LIR. Majority voting is frequently used in data classification, which involves a combined model with at least two algorithms. Each algorithm makes its own prediction for
every test sample. The final output is for the one that receives the majority of the votes. The majority voting method achieves good accuracy rates in detecting fraud cases in credit cards.

- **Machine Learning Algorithms**

Machine learning is the science of designing and applying algorithms that are able to learn things from past cases. It uses complex algorithms that iterate over large data sets and analyze the patterns in data. The algorithm facilitates the machines to respond to different situations for which they have not been explicitly programmed. It is used in spam detection, image recognition, product recommendation, predictive analytics etc. Significant reduction of human effort is the main aim of data scientists in implementing ML. Even with modern analytics tools, it takes a lot of time for humans to read, collect, categorize and analyze the data. ML teaches machines to identify and gauge the importance of patterns in place of humans. Particularly for use cases where data must be analyzed and acted upon in a short amount of time, having the support of machines allows humans to be more efficient and act with confidence.

### 4. SYSTEM ARCHITECTURE

![System Architecture](image1)

**Figure 1: System Architecture**

### 5. RESULTS

In this paper outcome part, we step up and study the machine learning algorithms are used for detecting credit card fraud. The algorithms range from standard neural networks to deep learning models. They are evaluated using both benchmark and real-world credit card data sets. In addition, the AdaBoost and majority voting methods are applied for forming hybrid models. To further evaluate the robustness and reliability of the models, noise is added to the real-world data set. The key contribution of this paper is the evaluation of a variety of machine learning models with a real-world credit card data set for fraud detection. While other researchers have used various methods on publicly available data sets, the data set used in this paper are extracted from actual credit card transaction information over three months.

![Credit Card Fraud Detection - ADMIN](image2)

**Figure 2: Register credit cards details**

![Credit Card Fraud Detection - ADMIN](image3)

**Figure 3: credit cards details**
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**Figure 4: credit cards fraud alert message**
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**Figure 5: Crime analysis pie chart**
6. CONCLUSION
In this research paper, we have considered the novel concept of study on credit card fraud detection using machine learning algorithms has been presented in this paper. A number of standard models which include NB, SVM, and DL have been used in the empirical evaluation. A publicly available credit card data set has been used for evaluation using individual (standard) models and hybrid models using AdaBoost and majority voting combination methods. The MCC metric has been adopted as a performance measure, as it takes into account the true and false positive and negative predicted outcomes. The best MCC score is 0.823, achieved using Bayesian networks: an approach based on the MDL principle. To further evaluate the hybrid models, noise from 10% to 30% has been added into the data samples. The majority voting method has yielded the best MCC score of 0.942 for 30% noise added to the data set. This shows that the majority voting method offers robust performance in the presence of noise.
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