TRADITIONAL DATA MODELING WITH NATURAL LANGUAGE PROCESSING AND EVALUATIONS
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Abstract - The data analysis process is a major protagonist when dealing with huge amounts of data. The analysis comprises data from various sources and manipulating them using data analysis tools and techniques. This research work concentrates on prediction learning by analyzing web data using Baye's theorems. It generates the conditional pattern base to identify the event's occurrence in each node and stores the folds of how many times that particular event has occurred. The evaluation methods predict the data in which the highest conditional pattern base has been generated. The proposed system deals with a real-time Twitter dataset (geographical data) which is enormous and more complicated to predict the interest of the user.
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I. INTRODUCTION

The number of users of shared networks is increasing rapidly. Applying analysis methods for predicting information from massive amounts of big data is more complicated. Data Mining is the analysis of large quantities of data to extract previously unknown, interesting patterns of data, unusual data, and dependencies. By increasing the diagnostic accuracy of the classification methods, error classification can be used [1]. Intellectual classification methods consist of computer-assisted artificial intelligence-based algorithms [2]. This study aims to achieve the highest accuracy in prediction by using a combination of traditional and intelligent methods using the same data. The data stream is a combination of small and big data like personal, common, open, inaccessible, private, viable, and authorized data [3][4]. Big Data is frequently virtual to the initial stage of an organization and when its ability to handle data using existing systems becomes no longer feasible [5]. A shared database defines a data repository used for research and housing data related to technical research on an open platform. The databases collect and accumulate diverse and multi-dimensional data and perform systematic research in a structured form [6]. The specific analytic methods are to be used for dissimilar data sources with detailed structures and perform the analysis based on the general features of records [7]. Note that the goal is the extraction of patterns and knowledge from large amounts of data and not the extraction of data itself [8]. Descriptive analysis uses statistical approaches, classification methods to isolate data, estimate to predict, and various other techniques using data mining techniques. Data analysis has various applications widely applied in the multi-domain industry [9][10]. Predictive learning becomes more personal, preventive, and sharing. AI can make main contributions in these fields [11]. Causal inference is a powerful modeling tool for explanatory analysis, which might enable current machine learning to make accurate predictions [12]. The NLP model provides a more efficient system for dealing with big data [13]. The patterns obtained from data mining can be considered as a summary of the input data that can be used in further analysis or to obtain more accurate prediction results by a decision support system [14]. The documented text is then semantically parsed into logical forms that can be used to automatically extract the answer from the underlying database [15]. A new method of variable selection was used for the Naive Bayes classifier to test it on a large set of popular datasets. The performance and experiments were developed to compare the results for Naive Bayes using a variable selection procedure with different thresholds. A new prediction method was found to give substantial results with a very true positive with high occurrence unless the sample size is very small.
II. FEATURE EXTRACTION

Feature selection is the process of extracting the important features to improve the learning process and efficient prediction by selecting the relevant text and removing irrelevant text. It enables the user to build useful models without modifying the original data. The feature selection method may be with the class labels or it may not be with a class label. The method with class labels is used to classify the texts with relevant features. Some other methods are used for text without class labels.

The method can be a filter method or wrapper method or embedded method. The properties of the filter method are measured through statistics.

![Feature Selection Process](image)

**Figure 1. Feature Selection Process**

It is cheaper to compare with other methods in dealing with high-dimensional data sets. The wrapper method creates a space for subsets and evaluates their quality. The embedded method is a combination of the filter and wrapper method which provides the best features at a reasonable cost.

**A. Term Frequency (TF)-Inverse Document Frequency (IDF)**

TF-IDF compares the number of times a term appears in a document with the number of documents the word appears in. It also predicts the possibility of finding a word within the document. The term frequency is calculated as

\[ tf(t, d) = \frac{\text{No. of times } t \text{ occurs in } d_i}{\text{Total No. of words in } d_j} \]  

(1)

\[ tf(t, d) = 1 + \log \text{freq}_d \]  

(2)

The term frequency \( tf \) holds the term \( t \) and the number of times the term \( t \) appears in document \( d \). The inverse document frequency contains the number of documents and the document frequency of the term \( t \). The inverse document frequency is a measure of a term that occurs frequently in the entire text. \( IDF \) is a standard log value, attained by dividing the total number of documents in the entire dataset by the number of documents containing term \( t \), and calculating the logarithm of the entire term.

**B. Document frequency (DF)**

Document Frequency (DF) is the count of occurrences of term \( t \) in the document set \( N \). It contains several documents in which the word is present. The term consists of the document at least one it is considered one occurrence.

\[ df(t) = \text{occurrence of } t \text{ in } d \]  

(3)

**C. Inverse Document Frequency (IDF)**

An inverse document frequency feature decreases the weight of terms that occur very frequently in the document and increases the weight of terms that occur rarely. It inverses the document frequency which measures the term \( t \). The relative weightage is obtained in this phase. The df will be 0 when there is no vocabulary in a document. instead, 1 will be added to the denominator.

\[ idf(d, D) = \log \frac{|D|}{|d \in D: t \in D|} \]  

(4)

The \( tf-idf \) is capable to measure to evaluate words in the document. The basic computation task of the \( tf-idf \) is accomplished through

\[ tfidf(t, d, D) = tf(t, d) \times idf(d, D) \]  

(5)

The TF-IDF is used in text-processing applications in Natural Language Processing (NLP). To improve the accuracy of this model the selected number of a subset of features is incorporated.
The NLP model is built using the Naïve Bayes classification algorithm. The naïve Bayes classifier algorithm uses the Bayes theorem to classify the objects. This theorem predicts the strong or weak attributes of the actual data. It is a basic mathematical formula for probabilistic machine learning algorithms used in a wide range of NLP problems to find the measure of conditional probabilities.

A. Conditional Probability using Bayes Theorem

The probability of the existence of an event related to any condition is identified. It defines the probability of occurrence of any event ‘A’ when another event ‘B’ about ‘A’ has already occurred. The probability of A occurring when another event B has already occurred is identified as shown in (6).

\[ P(A|B) = \frac{P(B|A) \cdot P(A)}{P(B)} \quad (6) \]

It is defined as P(B|A). It will be the multiple of the probability of an ‘A’ occurrence. Then it will be calculated as

\[ P(A|B) = \frac{P(B|A) \cdot P(A)}{P(A)} \quad (7) \]

The probability of ‘A’ occurring when ‘B’ has already occurred is calculated as the probability of ‘B’ occurrence when ‘A’ already occurred with the actual probability of ‘A’ occurrence. The probability of actual ‘A’ occurrences is contained in the probability of ‘A’ when the probability of ‘B’ already occurred.

The classifications and predictions can be made using a naïve Bayes classifier, which produces either equal or independent outcomes. The attribute value does not match any other attribute value considered independent. The attribute values exactly match each other and are considered to be equal.

The Bayes theorem for conditional probability can be measured with the class variable ‘y’, where ‘X’ is the parameter.

\[ P(y|x) = \frac{P(x|y) \cdot P(y)}{P(x)} \quad (8) \]

The value of parameter ‘X’ can be measured with the series of features in ‘X’ as

\[ X = \{x_1, x_2, x_3, x_4, \ldots \ldots x_n\} \quad (9) \]

The features of the ‘X’ can be applied for ‘x’ in a sequence they occur to obtain the values for each attribute in the dataset.

\[ P(y|x_1, \ldots \ldots, x_n) = \frac{P(x_1|y) \cdot P(x_2|y) \ldots \ldots P(x_n|y) \cdot P(y)}{P(x_1) \cdot P(x_2) \ldots \ldots P(x_n)} \quad (10) \]

The predictors can be used to obtain the exact class labels by applying the values for respective attributes from the dataset to obtain optimal results. The probabilities are identified using the frequency tables along with the similarity measures at every level.

The Bayes theorem for conditional probability can be measured with the class variable ‘n’, where ‘X’ is the parameter.

\[ P(n|x) = \frac{P(x|n) \cdot P(n)}{P(x)} \quad (11) \]

The value of parameter ‘X’ can be measured with the series of features in ‘X’ as

\[ X = \{x_1, x_2, x_3, x_4, \ldots \ldots x_n\} \quad (12) \]

The features of the ‘X’ can be applied for ‘x’ in a sequence they occur to obtain the values for each attribute in the dataset.

\[ P(n|x_1, \ldots \ldots, x_n) = \frac{P(x_1|n) \cdot P(x_2|n) \ldots \ldots P(x_n|n) \cdot P(n)}{P(x_1) \cdot P(x_2) \ldots \ldots P(x_n)} \quad (13) \]

The predictors can be used to obtain the exact class labels by applying the values for respective attributes from the dataset to obtain optimal results. The probabilities are identified using the frequency tables along with the similarity measures at every level.

The node stores the occurrence of the event whereas the folds contain the probability that how long the particular event has occurred in the node. The class with the highest probability is the exact prediction from the given dataset. The frequency and the similarity table cover the attribute measures for finding folds in each node.
IV EVALUATION

The most widely used evaluation method in NLP modeling is the Area Under Curve (AUC) method. It is a classification method to evaluate and solve prediction problems.

A. Area Under Curve Method

Table 2. The Classifiers with actual and predicted values

The area under the curve is a method used for the evaluation of binary classification problems. It has a classifier that classifies the data in terms of
- True Positive Rate (TPR)
- True Negative Rate (TNR)
- False Positive Rate (FPR)
- False Negative Rate (FNR)

1) True Positive Rate (TPR)
True Positive Rate (TPR) refers to the number of positive data points that are measured as positive, concerning all positive data points. It is measured as

\[
\text{True Positive Rate (TPR)} = \frac{\text{True Positive}}{\text{False Negative} + \text{True Positive}}
\]

2) True Negative Rate (TNR)
True Negative Rate (TNR) refers to the number of negative data points that are measured as negative, concerning all negative data points. It is measured as

\[
\text{True Negative Rate (TNR)} = \frac{\text{True Negative}}{\text{True Negative} + \text{False Positive}}
\]

3) False Positive Rate (FPR)
False Positive Rate (FPR) refers to the

\[
\text{False Positive Rate (FPR)} = \frac{\text{False Positive}}{\text{True Negative} + \text{False Positive}}
\]

4) False Negative Rate (FNR)
False Negative Rate (FNR) refers to the number of negative data points that are considered as negative, concerning all negative data points. It is measured as the label and the actual values occur in the ‘y’ label respectively.

\[
\text{False Negative Rate (FNR)} = \frac{\text{False Negative}}{\text{False Negative} + \text{True Positive}}
\]

B. Precision
Precision is the number of true positive data points that are wrongly considered as positives, concerning all positive data points. It is measured as

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

C. Recall
A recall is the number of true positive data points that are considered as negative, concerning all positive data points. It is measured as

Area Under Curve (AUC) is the binary classification method that ranges from ‘0’ to ‘1’. The greatest values between the ‘0’ and ‘1’ will be considered to be the best highest occurrence value ‘h’ among the all-data points.

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]

D. ‘F’ Score
The ‘f’ score is the measure that balances both Precision and Recall methods as a single measure.

\[
f = \frac{(2 \times \text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})}
\]
The ‘f’ score predicts the occurrences of both the precision and recall values and produces accurate results between them.

V RESULTS AND DISCUSSIONS

The implementations of the NLP Model on the training sets have been made using python and obtained accurate results.

The evaluation table contains the predicted and actual values of TPR, TNR, FPR, and FNR. The predicted values occur in the ‘x’

![Figure 2. Evaluation table for TPR, TNR, FPR, FNR](image)

The folds of True Positive Rate (TPR) and False Positive Rate (FPR) lie between 0.0 and 1.0. The above graph depicts the curve which connects the occurrence of TPR in the ‘x’, and the FPR in the ‘y’. The prediction of the highest occurrence of TRP and FPR are 0.2 and 0.9 respectively shown in figure3.

![Figure 3. Comparison of TPR and FPR](image)

The above Figure4. depicts occurrences of precision and recall values which lie between 0.0 to 1.0. The curve connects the occurrence of Precision in the ‘x’, and the Recall in the ‘y’. The highest prediction of Precision and Recall are 0.5 and 0.7 respectively.

The probability measure P(Yes|X) and P(No|X) is measured, using the Naive Bayes equation to find the probability of ‘yes’ is the occurrence of the text in the folds of each node and the probability of ‘No’ is that the non-occurrence of text in the folds of each node.
| P(Yes|X) | P(Yes)=P(LTF|yes)*P(GTF|yes)*P(F|yes)*P(Yes) |
|--------|-----------------------------------------------|
|        | =0.31*0.73*0.69*1 =0.16                      |

| P(No|X)   | P(No)=P(LTF|no)*P(GTF|no)*P(F|no)*P(No)    |
|--------|-----------------------------------------------|
|        | =0.69*0.59*0.31*1 =0.126                     |

The class with the highest probability is the dataset’s exact prediction. The frequency and the similarity table cover the attribute measures for finding folds in each node. The prediction of text gets the highest occurrence of a ‘yes’ attribute value of ‘0.16’ than the non-occurrence of a ‘no’ attribute value of ‘0.126’, therefore the given feature is predicted as ‘yes’.

V. CONCLUSION

The predictions are made on the real data sets using the python language. The training sets of geographical data used for this analysis are difficult to analyze as of their nature. The latitude and longitude of the geographical area in which most of the word occurs in the tweet are identified. The most efficient and reliable method called the Natural Language Processing (NLP) process applied to the data and predicts the results in terms of probability measure.
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