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Abstract 

The aim of our study is to analyze the current spread of the COVID-19 in the world and build a 

predictive system for the future evolution of this disease based on specific parameters. Especially since 

its existence has greatly affected current living conditions worldwide. The methods used in this research 

include data collection, data cleaning, and the transformation of data using supervised learning methods, 

model optimization, and visualization of prediction. Jupiter Notebook is used for cleaning and pre-

processing and other supervised learning techniques are used for training and forecasting. This work 

makes use of four different models and the most preferment is used to derive the predictive system. The 

results display a strong correlation between parameters like diabetes, cardiovascular diseases, and age 

groups with the spread of the coronavirus. Other parameters which might also have some inverse effect 

with the spread of the virus are identified after exploratory data analysis. Thus the conclusions drawn 

reveal a high likelihood of individuals between the ages of 60-75 to get the coronavirus as well as 

individuals with cardiovascular diseases and diabetes. The results of this research also revealed the 

random forest model as the most per formant amongst the four used. Recommendations made include 

increased awareness on the importance of vaccination as it will help curb the spread, further in-depth 

research on the possible relation between parameters like extreme poverty and life expectancy on the 

spread of the coronavirus. 

Key words: COVID-19, SARS-COV-2, Random Forest, AdaBoost, KNeighbors, Support Vector 

Machine(SVM). 
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1. Introduction 

 

The outbreak of the SARS-COV-2 in December 2019 was what triggered the spread of coronavirus. Prior 

to this outbreak coronavirus had long existed with over six different types. The world health 

organization identified the SARS-COV-2 in 2020 as a new type of coronavirus and this outbreak was 

quickly spread in different parts of the world. SARS-COV-2 is designated as a severe acute respiratory 

syndrome and due to its widespread use, there have been several mutations hence new Variants emerging. 

Since the outbreak's spread, the globe has been driven into despair and terror, with corporate and 

educational sectors shutting down on a regular basis. Both of these factors have greatly impeded people's 

quality of life by affecting their source of income. Human contact spreads the virus, which causes 

symptoms such as cough, fever, body pains, runny nose, loss of smell, and, in the worst-case scenario, 

diarrhea or breathing difficulties, but healthy carriers are occasionally kept symptom-free. Researchers 

have proposed social separation, wearing masks, and hand washing as ways to slow the spread of the 

virus thus far. 

This work focuses on deriving a predictive system for the spread of coronavirus based on the different 

continents. Data is scraped from the Kaggle website to derive the datasets and methods of data cleaning 

are implored to restructure the dataset appropriately. The findings made are used for establishing this 

predictive system. This project also makes use of four models namely; Random Forest, AdaBoost, 

KNeighbors, and Support Vector Machine and chooses the model with the best result. Of all the models, 

Random Forest proved to be the most preferment. 

The main objective or goal is that of establishing a predictive system for the spread of coronavirus in the 

world and in function to different pertinent parameters. The parameters chosen are after conducting an 

exploratory data analysis and observing the relationship between the different continents and features. 

Based on the findings, age, cardiovascular disease and diabetes proved to be some of the most intriguing 

features. 

In terms of limitations, we faced difficulties at the level of timeframe. The time frame during which this 

project was done was relatively short and not much time available for exploratory data analysis of all 

features. Also, the dataset used contained statistics on coronavirus valid till the month of October. 

However, recently there's been a spread in the Omicron variant which hasn’t been included in this work. 
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2. Literature review 

Supervised learning is aimed at predicting something from a dataset and it usually involves training a set 

of output and input variables fed to an algorithm, to produce target results. There exist different types of 

models for supervised learning according to the regression and classification problems. Examples include 

linear regression, regression trees, random forest, and support vector machines. 

Some of the existing literature focused on the prediction of coronavirus is reviewed here in the 

paragraphs that follow. Kolla Bhanu Prakash and Mohammed Ismail proposed the Random Forest 

Regressor and Random Forest Classifier to analyze, predict and evaluate the COVID-19 disease. Their 

objective was based on the analysis of the COVID-19 data to understand which age group is most 

affected by COVID-19. For their research, they imported the dataset from the Kaggle website. Compare 

to SVM models, KNN+NCA, Decision Tree Classifier, Gaussian Naïve Bayes Classifier, Multilinear 

Regression, Logistic Regression, and XGBoost Classifier, Random Forest Classifier and Random Forest 

Regressor obtained the best results. 

Ramesh Kumar Mojjada, Arvind Yadav, A.V. Prabhu et al. proposed the linear regression model to 

predict the future of covid-19. The main objective of their study was to provide the World Health 

Organization with a tool for early prediction of the spread of the new coronavirus known as SARS-CoV-

2. They imported a dataset from the GitHub registry, provided by the Center for Systems Science and 

Engineering at Johns Hopkins University. For their research, they used linear regression, LASSO 

regression, support vector machine, and exponential smoothing. Among these models, linear regression 

gave a better result. 

Vartika Bhadana, Anand Singh Jalal, Pooja Pathak conducted a comparative study on standard machine 

learning models and proposed six models such as Least Absolute Shrinkage and Selection Operation 

(LASSO), Random Forest, Decision Tree Regressor, Linear regression, Support vector machine, 

Polynomial regression. Their objective was to see which model will give the best prediction. Their 

experience showed that linear regression and LASSO gave the best results. To conduct this study, they 

imported the dataset from API. covidl9india.org which is the official website of India. 

Yue Gao, Guang-Yao Cai, Wei Fang, et al. proposed a mortality risk prediction model for COVID-19 

(MRPMC). This algorithm takes patients' clinical data at admission to classify them by mortality risk, 

and it can predict physiological decline and death up to 20 days in advance. To do this, they used four 

machine learning methods such as logistic regression, support vector machine, gradient boosting 

decision tree, and neural network. Their goal was to create a mortality risk prediction model for 

COVID-19. 

Considering the increasing threats posed by the coronavirus, and its widespread even more research and 

predictions are bound to be done. Especially with the rise of  Variants like the Omicron, predictions 

on its spread and pertinent features inversely related to its spread are very necessary for deciding 

strategies to curb its spread. There is of course a humongous amount of data generated daily with the 
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existence of the coronavirus and this data needs to be studied extensively for accurate predictions and 

decision making. In all, the importance of these literary works can not be overemphasized as they help 

provide answers to the unknown, fill gaps in knowledge, and promote informed decision-making. 

3. Methodology 

Research work is appraised based on quality, reliability and accuracy of the methodology based on 

which it was conducted and the analysis of information provided at the end. This section looks at how 

data was gathered for the research. 

 

3.1 Material 

 

With respect to hardware, I made use of; 

 

❖ Laptop: To fulfil all programming and research needs. 

 

Whilst software components used were; 

 

❖ Jupyter notebook: to read dataset, clean and pre-process 

❖ Google colab and Jupyter notebook: for coding purposes 

❖ Google chrome: for research, resolving errors and findings. 

 

3.2 Methods 

 

The methodology implored hinges on the following: data collection, data cleaning, transforming data 

into supervised learning, scaling data, splitting dataset, model optimisation and training, deep learning 

model, evaluating the model and visualising predictions. 

 

3.2.1 Data collection 

 

The dataset used is obtained from Kaggle.com and this dataset includes records of total cases, new cases 

and deaths recorded in the different continents. The records in this dataset are updated daily. For each 

continent, data includes cases recorded up until 19th October 2021. 
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3.2.2 Data cleaning 

 

This is done in the Jupyter Notebook and it involves dropping irrelevant data such as iso-code, 

tests_units to narrow down information to targets only. The Seaborn library, particularly the heatmap, was 

used to display features with null values. Features with less than 70% null values were retained and more 

than that was dropped. 

 

 

figure 0: Descriptive diagram 

 

3.2.3 Transforming data into supervised learning 

 

This is the first step in the data preprocessing process. Because the chosen models are still trained by 

supervised learning, we divide the dataset into input samples (x) and targets (y). Before we use our data 

to train machine learning models, we'll use Label Encoder to convert the target variable to a numerical 

form. The train test split method is then used to divide our data into two groups: the train set and the test 

set. The training set was set to 60%, while the testing set was set at 40%. 

http://www.ijcrt.org/


www.ijcrt.org                                         © 2022 IJCRT | Volume 10, Issue 9 September 2022 | ISSN: 2320-2882 

IJCRT2209393 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org d199 
 

3.2.4 Supervised learning model 

 

Random forest 

 

This is a test that evaluates various decision trees for a variety of datasets, sub-samples, and averages the 

results to improve prediction accuracy. The RF regression algorithm is a set learning algorithm that 

incorporates a wide range of regression trees. A regression tree is a set of hierarchical criteria and 

constraints that stretch from the root to the leaf of the tree. 

 

A support vector machine (SVM) 

 

It is a supervised machine learning technique used for regression and classification. As a non-parametric 

approach, SVM regression relies on a collection of mathematical functions. Kernel is a group of 

functions that converts data inputs into the desired format. Because SVM handles regression issues using 

a linear function, it translates the input vector(x) to an n-dimensional space termed a feature space when 

dealing with non-linear regression problems (z). After applying linear regression to space, non-linear 

mapping techniques are used to complete the mapping. Using a multivariate training dataset (xn) with N 

number of observations and yn as a collection of observed responses, we can put the notion into ML 

context. The representation of the linear function is: 

f(x)=x′a+b; 

 

The idea is to make it as flat as possible, and therefore obtain the value of f(x) using (a′a) as the 

minimum norm value. As a result, the issue falls into the minimization function J () =12a′a, with the 

particular requirement that the values of all residuals be less than ε, as shown in the equation: 

∀n:|yn−(x′na+b) |≤ε; 

 

Smoothing on the Exponential 

 

Forecasting is done using data from prior periods in the exponential smoothing family of approaches. As 

time passes, the effect of previous data observations diminishes exponentially. As a result, the weight 

allocated to various lag values decreases exponentially. ES is a sophisticated time series forecasting 

approach for univariate data that is relatively simple to use. In ES, the forecast for the current time (Ft) is: 

Ft=αAt−1+(1−α) Ft−1; 

 

Smoothing cost, where 0≤α≤1 is the actual value of the preceding period in the time series, At-1 is the 

forecast value of the previous forecast, and Ft-1 is the forecast value of the previous forecast. 
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KNeighborsClassifier 

 

A k-nearest neighbors’ algorithm, abbreviated as KNN, is a data categorization method that calculates 

how probable a data point is to belong to one of two groups based on which group the data points closest 

to it belong to. 

 

A k-nearest-neighbor algorithm is a data categorization technique that looks at the data points 

surrounding it to try to figure out what group a data point belongs to. 

 

When an algorithm examines one point on a grid to see if it belongs to group A or B, it looks at the 

states of the points nearby. The range is chosen at random, although the goal is to get a sample of the 

data. If the bulk of the points is in group A, the data point in question is likely to be in group A rather 

than B, and vice versa. 

 

AdaBoost 

 

It is a statistical classification meta-algorithm that refers to adaptive boosting. 

To improve performance, it can be used with a variety of different learning methods. AdaBoost is a 

method for learning a boosted classifier that is unique. A boosted classifier is a classifier that looks like 

this: 

 

𝑇 

𝐺 (𝑥) = ∑ 𝑔 (𝑥) 

𝑇 𝑡 

𝑡=1 

 

And each g is a weak learner that receives an object x as input and returns a value that indicates the 

class of the object.. 

 

For each sample in train set, each weak learner generates an output hypothesis, h(𝑥 

𝑖 

). The resulting cumulative learning error 𝐸 of the resultant t-stage boost classifier is 

𝑡 

reduced by selecting a weak learner and assigning a coefficient α at each iteration t. 

𝑡 
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𝐸 = ∑ [𝐹 (𝑥 ) + α ℎ(𝑥 ) ] 

𝑡 𝑡−1 𝑖 

𝑡 

𝑡 𝑖 

 

𝐹 (x) represents the boosted classifier that was created up to the previous training 

𝑡−1 

 

step, E(F) represents some error function, and 𝑔 (𝑥)=α ℎ(𝑥 ) represents the weak 

𝑡 𝑡 𝑖 
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learner that is considered for inclusion in the final classifier. 

 

3.2.5 Evaluating the model 

 

In evaluating the model, first, we made use of the learning curve function from the scikit-learn package to 

see whether the prediction is under-fitting or overfitting. Then a function was written which took into 

consideration all the four supervised learning models. The metrics used in this function include; f1_score, 

confusion matrix, and classification reports. All of which is necessary to display precision, recall, and 

f1_score. 

 

3.2.6 Visualising predictions 

 

The matplotlib library is used for visualisation that is for plotting graphs to show the predictions made 

and enable proper interpretation. 

 

4. Results 

 

 

 

Figure 1: Importing libraries 
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Figure 2: Overview of dataset and shape in python 

 

 

 

 

Figure 3: statistical measures of the data 

 

Exploratory Data Analysis 

 

This part consists of understanding our data as well as possible and developing a modeling strategy. Our 

dataset contains both quantitative and qualitative variables. 

 

After an exploratory analysis of the data, we find that in all continents, people aged 65-70 years are more 

likely to be infected with COVID-19 (see Figures 7 and 8). Figures 6, 7, and 8 illustrate the percentage of 

cases obtained by age group. 

 

Figures 8 and 9 show that people with heart disease are at greater risk of infection than people with 

diabetes. 
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Figure 11 shows the correlation matrix of the dataset. 

 

 

Figure 4: Total cases per continent 

 

 

 

Figure 5: New cases per continent 
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Figure 6: median age per continent 

 

 

Figure 7: aged 65 older per continent 
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Figure 8: aged 70 older per continent 

 

 

 

Figure 9: cardiovascular death per continent 
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Figure 10: Diabetes prevalence per continent 

 

 

 

Figure 11: Correlation matrix of the dataset 
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In our case study, we found that the random forest (Figure 11) gave a better prediction than other models 

such as Support Vector machine (Figure 13), AdaBoost Classifier (Figure 14) and KNeighborsClassifier 

(Figure 15). 

 

 

 

 

Figure 12: Random Forest Classifier 
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Figure 13: Support Vector Machine 

 

 

 

 

Figure 14: AdaBoost Classifier 
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Figure 15: KNeighborsClassifier 

 

6. Conclusion 

 

Firstly the objective of this project was to analyse, evaluate and predict the evolution and propagation of 

coronavirus based on specific learning models. Judging from the results obtained and the correlation 

matrix used to understand relationships, individuals within age groups of 65-70 are more exposed to 

COVID-19 disease in all continents as well as individuals with cardiovascular diseases and diabetes. 

This raises questions as to 

1) Are these the only parameters which adversely affect the spread of coronavirus? 

2) Is it only cardiovascular disease and respiratory patients that are highly at risk with the spread of the 

coronavirus? 

3) The relation between different diseases and their possible effects on coronavirus. 

 

 

All of which require further research to be answered. 

 

Giving the findings uncovered in this research, the random forest classifier outperformed other models 

in terms of accuracy. There is a need to evaluate other machine learning models to derive more accurate 

predictive systems. 
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This study revealed an asymmetric relationship between life expectancy, extreme poverty and 

vaccination rate with the spread of coronavirus in the world. In light of this, the following suggestions 

are made: 

 

1) Government and health officials should do more to sensitise the population on the importance of 

vaccines and the benefits procured from immunisation. This can be done through various outreaches and 

health campaigns. 

2) The relation between cases of extreme poverty and their susceptibility to being infected by coronavirus 

needs to be studied further so as to make informed decisions. 

3)  Also, the relation between life expectancy and the spread of coronavirus needs to be 

studied further. 
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