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Abstract: This paper focuses on a review of the literature on hand gesture techniques and introduces their merits and limitations under different circumstances. The theories of hand segmentation and the hand detection system, which employ the Haar cascade classifier, may be used to construct hand gesture recognition using Python and OpenCV. The use of hand gestures as a natural interface motivates research in gesture taxonomies, representations, and recognition algorithms, as well as software platforms and frameworks, all of which are briefly covered in this paper. We represent a comprehensive review of vision-based sign recognition algorithms published in the previous 16 years, emphasizing the importance of taking these things into consideration in addition to the algorithm's recognition accuracy when predicting its successful in real world applications.


1. INTRODUCTION

1.1 Introduction

The recorded history of sign language in Western societies dates back to the 17th century, as a visual language or communicative form, although references to the forms of communication using sign language date back to the 5th century BC Greece. Sign language is made up of a system of general gestures, imitation, gestures and spelling, and the use of gestures to represent the letters of the alphabet. Symbols can also represent complete ideas or phrases, not just individual words. Many sign languages are native languages, distinct from the structure of spoken languages used near them, and are mainly used by deaf people to speak. Many sign languages have developed independently around the world, and no sign language can be identified. Both signed systems and handwritten characters have been found worldwide. Until the 19th century, much of what we know about historical sign languages is limited to the characters of the alphabet that were developed to facilitate the transfer of words from spoken language into sign language, rather than from the language itself. Talking to people with a hearing impairment is a major challenge. Deaf and mute people use sign language to communicate, which is why ordinary people face the problem of recognizing their sign language. There is therefore a need for programs that recognize different signals and transmit information to ordinary people.

Indian Sign Language (ISL) is used in a community of deaf people throughout India. But ISL is not used in deaf schools to teach deaf children. Teacher training programs do not guide teachers in teaching methods that use ISL. There are no tutorials that include sign language. Parents of deaf children are unaware of sign language and its ability to remove communication barriers. ISL interpreters are an urgent need in institutions and places where communication between the deaf and the normal occurs but less than 300 translators are in India. Therefore, an institution that meets all of these requirements was a necessity. After a long struggle for the deaf community, the Department approved the establishment of the ISLRTC in New Delhi on 28 September 2015. Unlike spoken languages, where grammar is expressed using punctuation-based symbols, feature, attitude and syntax sign languages use gesture, punctuation, and body and facial expressions to form grammar. In this, we will focus on American Sign Language, the most widely used sign language in the United States. We will also look at Real Signed English (SEE) and English Signed Pidgin (PSE), two alternatives to ASL that are widely used between deaf people and hearing people. SEE and PSE depend on the English language to varying degrees. This means that unlike ASL, they are made of artificial sign languages. We will talk about the effort to establish a global sign language and look at other sign-language applications.
1.2 Motivation

There are (1.3) million people having “hearing impairment”, according to the 2011 Indian Census. Contrasting people with this figure from the Deaf Association of India, it is estimated that 18 million out of people make up about 1Because these speech and hearing impairments require a system The right channel is needed to communicate with the general public. Not everyone can understand the sign language. Therefore, our project aims to convert sign language gestures into text that ordinary people can understand.

1.3 Problem Statement

Use hand gestures and gestures to communicate to reduce the ability to speak. The face of the common people difficulty understanding their language. This needs to be identified Shows various symbols, gestures and information common people. That bridge physical distance between the patient and the general population.

1.3.1 Objectives

- Developing software that will recognize hand gestures and convert them into text.
- The proposed system is a sign language recognition system using the evolutionary neural network (CNN) that recognizes various hand gestures by capturing and converting video.
- Hand pixels are segmented and sent for image and comparison.
- Identify hand gestures using TensorFlow and OpenCV images.

2. LITERATURE SURVEY

2.1 Literature Survey

Other similar functions we have applied to the study of survey code material. Below is a summary of each work:

1) American Sign Language (ASL):
   The National Institute on Deafness and Other Communications Disorders (NIDCD) points out that the 200-year-old American Sign Language is a complete, complex language but is the main language for most North American deaf people. Too much will help deaf people develop sign language action systems and the aggregation of people using modern technology. Take a look at how different CNN architectures and symbolic spaces work. This study is based on various input sensors, gesture segmentation, conceptual findings, classification. This is to analyze and compare the usage used in this paper SLR systems, classifications used are the most reliable options and future learning. Recent features of the class group, the many questions recently proposed to them in the classification group, such as hybrid structure and in-depth learning. Based on our review, HMM-specific approaches have been explored in detail In the previous connection, with the beneficiary. Hybrid CNN-HMM and fully Deep Learning.

ASL Dataset:
   The training data contains 27455 images and 785 columns, while the test data contains 7172 images and 785 columns. The first column of data contains image labels, while the other 784 columns represent 28.28 flat images.
2) Indian Sign Language (ISL): -

Indian Sign Language (ISL) is a complete language with its own grammar, syntax, vocabulary. And certain languages. It is used by over 5 million deaf people in India. Currently, there is no publicly available data set in ISL for sign language recognition (SLR) testing methods. In this connection, the dictionary presents the Ketik language dataset. Include - 0.27 million frames ISL data set in 4,287 videos 26-word symbols in 153-word range. Reported Experienced signature to provide similarities related to natural conditions. A subset of 50-word symbols is selected for all word categories to describe INCLUDE-50 for rapid testing of SLR methods by hyperparameter tuning. As a group SLR study in ISL, we are looking for many deep neural networks consisting of various techniques, e.g., extraction, Coding and coding. The most efficient model achieves 94.5% accuracy in the INCLUDE-50 database and 85.6% in the INCLUDE database. This model uses a pre-trained feature and slider feature and only trains the output. We are also exploring common practice by fine-tuning American Sign Language database video. For ASLVD with 48 classes, our model has 92.1% accuracy; to improve on existing outcomes and to provide effective support for SLR multilingualism.
3) A System for Recognition of Indian Sign Language for Deaf People using Otsu’s Algorithm:

In this paper we have proposed some specific, by which the signs are identified. It was for people when communicating. And the sign of that sign will have an effect. Convert to text. In this experience we are capturing hand gestures through webcam and convert this image to a gray scale image. Partition of the gray scale image of the hand gestures are made using Otsu thresholding algorithms. The overall image is divided into two categories: one arm and lateral economy. The optimal threshold value is determined by calculating the class variation and their total ratio Class variation. Canyon Edge Detection Techniques for detecting hand gesture boundaries in images is used. In Canny edge detection we used edge-based segmentation and threshold based segmentation. Then Otsu’s algorithm uses simple calculations and constant. Or Algor fails when the broad distribution of target and power changes the background.

4) Intelligent Sign Language Recognition Using Image Processing:

Symbolic researchers have a problem with communicating with people. This reference represents the binary symbolic alphabet which is a function to identify the open finger of the clan and presents an algorithm. The system does not need to be aligned with the arm level. Use an image processing system to identify, especially the user English alphabet sign language to communicate with people.

The purpose of referring to this term is to develop a design technology system so that the seeker can communicate with all other people using natural hand gestures. The concepts of gender and artificial intelligence are used to create image processing and power systems of a powerful machine that can be easily identified by hand jackers, visual inputs and outputs. The effective language goal of this common communication is to develop a health system that can act dynamically as a sign language and spoken translator and make people with hearing impairments more efficient. While we are implementing this system for binary sign language, you can find the symbol with the previous image example.

5) Sign Language Recognition Using Image Processing:

One of the major flaws of our society is that it will create and disrupt the disabled or handicapped person. Normal person Communication is the only medium through which we can express our thoughts or give a message to a disabled person (deaf) who communicates with a normal person. For most deaf and dumb people, sign language is a means of communication. Objectives of Sign Language Recognition (SLR) a computer to help deaf people communicate more easily with the hearing community.
Our goal is to create a system to help people who have been trained in hearing Communicate with the whole world using sign language or hand gesture recognition technology-iques. In this system, hand gesture detection and feature extraction are performed the help of surf algorithms using image processing. All this work is done using MATLAB The statement of this algorithm of the software, the accepted person can impose a major punishment.

6) Sign Language Interpreter using Image Processing and Machine Learning -

The weakness of speaking is an openness. Such Individuals use sign language to communicate with other people. It is very effective for those who do not understand the sign, the nature of communication is a challenge Language to communicate with extremely vulnerable people. The purpose of this paper is to develop an application that will be of code people The English language of text and audio, thus helping communication with symbolic significance. The ap- plication acquires image data using the webcam of the computer, then it is preprocessed using a combinational algorithm and recognition is done using template matching. Yours The text is then converted to audio. The data used for this system includes 6000 Image of English letters. We used 4800 images for training and 1200 images for testing. The system generates 88 percent accuracy.

7) Hand Gesture Recognition based on Digital Image Processing using MATLAB :-

This research work presents a prototype system that helps to recognize hand gesture to normal people in order to communicate more effectively with the special people. Stated above the research focuses on the opportunity to identify gestures of symbolic significance in real time A community of deaf people is used. Problems based on digital image processing using color segmentation, Skin detection, segmentation, image filtering and image template matching techniques. This system recognizes gestures of ASL (American Sign Language) including the alphabet and a sub- set of its words.

8) Gesture Recognition System -

Communication is an important part of human life. It encourages a person to transmit feelings, emotions and messages through speech, composition or some other means. Gesture-based communication is the main mode of communication for people with hearing and hearing impairments. Gesture communication is a colloquial language of communication that develops the hands, lips, body development and symbols and gestures to express a person’s song or using material. Jer is the expression and some of the body’s functions in communicating messages or data. Listening to gestures and interrupting discourse is just a necessity.

The gesture recognition system is the ability to capture, track and understand the speed of the computer interface and distribute the output in the captured light. This enables the client to interface with machines (HMI) without the need for any gadgets. There are two types of identification icons: image-based and sensor-based. Image based approach is utilized as a part of this project that manages communication via gestures motions to distinguish and track the signs and change over them into the relating discourse and content.

3. SOFTWARE REQUIREMENTS SPECIFICATIONS

3.1 Introduction

3.1.1 Project Scope

- Recognize hand gestures.
- Identify sign language using hand gestures to easy communicate between dumb or deaf people and normal people.

3.1.2 User Classes and Characteristics

All kind of users: Proposed System is a powerful, yet easy to use so, all users with some basic experience are able to use it efficiently. Open-source software developers and contributors -

- Software Developers: - You have a good knowledge of programming Facilitate, reserve and expand the enabled code of facilities.
- End User: - People of all age groups with very good knowledge of a language not included in the current translation list.
- Anyone who wants to use: - The whole project is based on the conception of Free and Open-Source Software, so all people are welcome to contribute anyway they can/like.

3.1.3 Assumptions and Dependencies

Input assumed as dataset. It is assumed that the answer data will be available in some cases for completion below. Until then, test data will be used to provide presentation demos. It is assumed that the user is familiar with the basics of programming and is also familiar with the keyboard and mouse. Dependencies include Keras, TensorFlow, OpenCV, NumPy, Python, etc.

3.2 Functional Requirements

- The application is user friendly.
- It provides an easy interface to user.
- The accessibility or response time of the application should be fast.
- Performance of the system is appropriate.
Functional Requirement Specification is the documentation of operations and activities that require competent enabling to perform the system. Functional requirements include:

- Dataset must be required
- Input will be must required

The Functional Requirements Specification is designed to be read by a general audience. Readers should understand the system, but no particular technical knowledge should be required to understand the document.

### 3.2.1 System Feature 1 (Functional Requirement)

Hardware asphyxiated components may cause the system to fail, or the value of each software policy may fail. System failure can be party screen rice live. Can shut down computer without warning and without any message. In front of the air table, it appeared as a way error.

### 3.2.2 System Feature 2 (Functional Requirement)

This section describes the functional and its presentation. System Analysis is described for future extensions and system testing. Clarity is part of the anxiety system. It appears to be added later in this document.

### 3.3 Non-Functional Requirements

#### 3.3.1 Performance Requirement

- System can produce results faster on 4GB of RAM.
- It may take more time for peak loads at main node.
- The system will be available 100% of the time. Once there is a fatal error, the system will provide understandable feedback to the user.

#### 3.3.2 Safety Requirements

- Any user can provide data to input.
- All training and testing data will be backed up and also the system administrator can back up the data as a function for him.
- This makes it easier to install and updates new functionality whenever required.
- For the safety purpose backup of the database must be required.

#### 3.3.3 Security Requirements

This system is being developed in Python. NumPy aims to provide up to 50x faster aperture objects than traditional Python lists. These arrays are fast because they are stored in a continuous memory space, unlike a list. The system modules are in the designer.

#### 3.3.4 Software Quality Attributes

- The system considers following non-functional requirements to provide better functionalities and usage of system.
- Availability: The system is available during 24 hours of a day.
- Usability: The system is designed keeping in mind the usability issues considering the end-users who are developers/programmers. It provides detailed help which would lead to better and faster learning. Navigation of system is easy.
- Consistency: Uniformity in layout, screens, Menus, colours scheme, format.
- Performance: The performance of the system is fast and as per user requirement. From this system gives expected outcome in less time and less space since efficiency is higher. Speed is totally depending on the response of the database and connection type.
- Extendibility: Prevention in the system is done by the system only, in which we make changes in the system later on.
- Reusability: Files of any type can be used by the system for any number of times during transformation.
- Reliability: Protection of data from malicious attack or unauthorized access.
- Security: The network is free from malicious node and misbehaving node attacks.
- Reliability: The system is provided user an efficient search each time. So, the user can reliable on the system. Because system can guarantee user to provide his/her interested data every time in least amount of time.

### 3.4 System Requirements

#### 3.4.1 Software Requirement Specifications

The prerequisites software libraries for the sign language project are:

- Python (Version 3.7.13)
- IDE (PyCharm)
- NumPy (version 1.19.2)
- Cv2 (OpenCV) (version 3.4.2)
- Keras (version 2.3.1)
- TensorFlow (as keras uses TensorFlow in backend and for image preprocessing) (version 2.8.0)
- Media Pipe (Version 22.0.4)
- MYSQL WORKBENCH (Version 8.0.29)
- MYSQL CONNECTOR (Version 5.7.24)
- PYCHARM (Version 2022.1)
- SCIKIT-LEARN (Version 1.0.2)
- TENSORBOARD (Version 2.8.0)
- SKLEARN (Version 0.0)

3.4.2 Hardware Requirement Specifications
The Hardware Interfaces Required are:
- Camera: Good quality, 3MP
- Ram: Minimum 8GB or higher
- GPU: 4GB dedicated
- Processor: Intel Pentium 4 or higher
- HDD/SSD: 10GB or higher
- Monitor: 15" or 17" color monitor
- Mouse: Scroll or Optical Mouse or Touch Pad
- Keyboard: Standard 110 keys keyboard

3.5 Advantages
- The main advantage of using hand gesture is to interact with computer as a non-contact human computer input modality.
- Reduce hardware cost by eliminating use of mouse.
- Low cost.
- Normal people can easily understand sign language using hand gestures.
- Normal people can easily understand sign language using hand gestures.
- Helpful for deaf people to communicate with others.

3.6 Applications
Application Areas of Hand Gesture Recognition System are as follows -
- Sign Language.
- Home Automation.
- Virtual Environment.
- PC and Tablet App.
- Clinical and Health.
- Robot Control.
- Gestures for Gaming

3.7 Limitations
-Accuracy low.
- the dataset of gestures cannot be used by other frameworks.
- missing some gestures because of the classification algorithms accuracy contrast.
- Sometimes gesture recognition fails due to background noise of given input image/video frame.
4. SYSTEM DESIGN

4.1 System Architecture

![Image of System Architecture](image)

Figure 4.1: System Architecture of Sign Language Recognition System

4.2 DataFlow Diagram

The DFD is also known as bubble chart. It is a simple graphical formality that allows the system to perform input data, various processes on this data, and represent the system to generate output data through the entire system. It maps out the flow of information for any process or system, how data is processed in terms of inputs and outputs. It uses rectangles, circles, and arrow segmentation symbols to indicate data input, output, storage points, and paths within each target. They can be used to analyse an existing system or model of a new one. A DFD can often visually “say” things that would be hard to explain in words and they work for both technical and non-technical. There are four components in DFD:

- External Entity.
- Process.
- Data Flow.
- Data Store.

1) **External Entity**: It is an external system that sends or receives data, communicating with the system. Losing access to a system is a source of information and a destination. They can be external entities or individuals, computer systems or business systems. They are known as Terminator, Source and Sync or Actor. They are usually drawn on the edge of the figure. These are the sources and targets of the system’s inputs and outputs.

2) **Process**: It is just like a function that changes the data, producing an output. It might perform computations for sort data based on logic or direct the dataflow based on business rules.
Data Flow: - A dataflow represents a package of information flowing between two objects in the data-flow diagram. Data flows are used to model the flow of information into the system, out of the system and between the elements within the system.

4) Data Store: - These are the files or repositories that hold information for later use, such as a database table or a membership form. Each data store receives a simple label.

![Data Flow Diagram For Sign Language Recognition](image)

**Figure 4.2: Data Flow Diagram For Sign Language Recognition**

### 4.3 UML Diagram

UML is a unified modeling language. Taking the SRS document of the analysis as input in the design phase of the generated UML diagrams. UML is just a language so it is only part of the software development process. The UML is process independent, although optimally it should be used in a process that should be driven, architecture-centric, iterative, and incremental.

UML is the language of visualizing, extra cost, article writing in a software-centric system. This software component is based on a graphical presentation.
Folklore is a language. Vocabulary and rules focus on the ideological and material rights of the system. UML Blue coloring language is a standard language for software print. UML is a graphical language, containing all systems. The whole function of the programming space that can be represented also has different structures. These are different numbers than UML.

4.3.1 Use Case Diagram

Use case between explanation and analysis of requirements to represent system performance. Use case description of the function of the system which gives visible results for the actor. Identifying actors and their problem cases by lecturing on the boundaries of the system, representing the work done by them and the whole environment. Actors are outside the system, while cases are within the system. The use case describes the system as seen from the example of the actor’s behavior. It describes the work provided by the system as a set of events that provide visible results for the actor.

**Purpose of Use Case Diagrams**

The purpose of using Kesha gram is to capture the dynamic aspect of the system. However, it is very common to describe the purpose of the definition, since the other four have 41 (Activity, Order, Support, and State Charts) with similar purposes. We will look at some specific content, show us the other four acts. Internal and external effects use case diagrams for system requirements. These requirements are position requirements. Therefore, when the functionality of the system is analyzed, it is used and the actors are identified. Complete the task, use the case diagram to present the exterior view.

In brief, the purposes of use case diagrams can be said to be as follows –

- Used to gather the requirements of a system.
- Used to get an outside view of a system.
- Identify the external and internal factors influencing the system.
- Show the interaction among the requirements are actors.

**How to Draw a Use Case Diagram?**

Use case diagrams to analyze high level requirements of the system. When system requirements are analyzed, the system is captured among the users.

We can say that parts are more than morphologically written system functions. The other thing that is relevant to use cases are actors. Actors can be defined as seekers who interact with the system. The actor can be a human user, some internal application or any external application. Then we must identify the elements.

- Functionalities to be represented as use case Actors.
- Relationships among the use cases and actors.

Use case diagrams are drawn to capture the functional requirements of a system. After identifying the above items, we have to use the following guidelines to draw an efficient use case diagram.

- The name of a use case is very important. The name should be chosen in such a way so that it can identify the functionalities performed.
- Give a suitable name for actors.
- Show relationships and dependencies clearly in the diagram.
- Do not try to include all types of relationships, as the main purpose of the diagram is to identify the requirements.
- Use notes whenever required to clarify some important points.
Figure 4.3: Use Case Diagram Of Sign Language Recognition System

Table 4.1: Use Case Scenario for Sign Language Recognition System

<table>
<thead>
<tr>
<th>Usecase name</th>
<th>Sign Language Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participating Actores</td>
<td>User, System</td>
</tr>
</tbody>
</table>
| Flow of Events             | Start The System(U)  
                            | Capturing Videos(S)  
                            | Translate Gesture(S)  
                            | Extract Feature(S)  
                            | Match Features(S)  
                            | Recognizing Gestures(S)  
                            | Display Result |
| Entry Condition            | Run The Code                                                                            |
| Exit Condition             | Displaying The Label                                                                    |
| Quality Requirements       | Cam Pixels Clarity, Good Light Condition                                                |
4.3.2 Class Diagram

Create class structure and content elements using class drawing class, package and object marked design. The class describes the approach to the figure when constructing the method—idea, result, and outcome. Classes are made up of three things: name, properties, and operations. Class diagrams also display relationships such as inheritance, cohabitation, and so on. Relation is the most common relation in a class diagram. Association refers to the relationship between instances of classes.

How to Draw a Class Diagram?

- Class diagrams are the most popular UML diagrams used for construction of software applications. It is very important to learn the drawing procedure of class diagram.
- Class diagrams have a lot of properties to consider while drawing but here the diagram will be considered from a top level view.
- Class diagram is basically a graphical representation of the static view of the system and represents different aspects of the application. A collection of class diagrams represent the whole system.

The following points should be remembered while drawing a class diagram –

- The name of the class diagram should be meaningful to describe the aspect of the system.
- Each element and their relationships should be identified in advance Responsibility (attributes and methods) of each class should be clearly identified.
- For each class, minimum number of properties should be specified, as unnecessary properties will make the diagram complicated.
- Use notes whenever required to describe some aspect of the diagram. At the end of the drawing it should be understandable to the developer/coder.
- Finally, before making the final version, the diagram should be drawn on plain paper and reworked as many times as possible to make it correct.

![Class Diagram Of Sign Language Recognition System](image)

Figure 4.3.2: Class Diagram Of Sign Language Recognition System

4.3.3 Sequence Diagram

Sequence diagram displays the time sequence of the objects participating in the interaction. This consists of the vertical dimension (time) and horizontal dimension (different objects).

Objects: - The commodity can be viewed as an entity with a specific value at a specific time and as the holder of the identity.

The sequence diagram shows the interaction of objects presented chronologically. It refers to the order of messages to be exchanged between the objects included in the view and the objects needed to complete the class and visual functionality. Sequence diagrams are commonly used the system under development k is obtained in the case of logical approach. Events like events are events or events that happen.
Sequential diagrams show the sequence in which messages are exchanged between parallel vertical lines (lifelines), different processes or objects that exist as a horizontal arrow. It allows the specification of simple runtime scenarios in a graphical way. If the life line belongs to an object, it indicates a role. The name of the instance is Informal and Unmanual Ka Transplant.

Messages typed with horizontal arrows display interactions, with the message name above. Solid arrow tops represent synchronous calls, open arrows represent asynchronous messages, and dashed lines represent reply messages. If the caller sends a synchronous message, it is necessary to wait for the message to complete, such as giving a subroutine command. If the caller sends an asynchronous message, it can continue processing and not have to wait for a response. Asynchronous calls are found in multithreaded applications, event-driven applications, and message-oriented middleware. Activation boxes or method-call boxes are opaque rectangles drawn on the lifeline to indicate that a message response (execution statement in UML) is being processed.

Object calling methods use messages and add new activation boxes to another vertex to indicate the level of further processing. If an object is destroyed (removed from memory), an X will be drawn below the lifeline and a dash line will be drawn below it. It should be the result of the message, either from the object or from something. Out-of-size messages can be displayed in circles (queries in UML) or out-of-size messages can be displayed in sequences (gates in UML). Out-of-size messages can be displayed in circles (queries in UML) or out-of-size messages can be displayed in sequences (gates in UML). Several pieces connected to each other are connected to each other, which are then used to model similarities, conditional branches, and alternative interactions.

Figure 4.3.3: Sequence Diagram Of Sign Language Recognition System
4.3.4 State Chart

Object calling methods use messages and add new activation boxes on the second vertex to indicate the level of the next process. If an object is destroyed (removed from memory), an X will be drawn below the lifeline and a dash line will be drawn below it. It must be the result of the message, either from the object or from something. Extraordinary messages can be displayed in circles (queries in UML) or in extrinsic message sequences (gates in UML). Extraordinary messages can be displayed in circles (queries in UML) or in extrinsic message sequences (gates in UML). Multiple fragments are linked to each other, which are then used to model parallelism, conditional branching, and alternative interactions.

![State Chart Diagram Of Sign Language Recognition System](image-url)
It describes how an object is changing from one state to another state. There are mainly two states in State Chart Diagram:-

1. Initial State
2. Final-State.

Some of the components of State Chart Diagram are:-
State :- It is a condition or situation in life cycle of an object during which it’s satisfies same condition or performs some activity or waits for some event.
Transition :- It is a relationship between two states indicating that object in first state performs some actions and enters into the next state or event.
Event :- An event is specification of significant occurrence that has a location in time and space.

5. CONCLUSION AND FUTURE WORK
5.1 Conclusion
Nowadays, applications require a wide variety of images as a source of information for interpretation and analysis. There are many features to remove to run various applications. When an image is converted from one form to another such as digitizing, scanning and communication, storage etc. Therefore, the output image undergoes a process called image correction, which consists of a set of methods that try to enhance the appearance of the image. Image enhancement is basically about clarifying or raising awareness of information in images for the human audience and providing better input for other automated image processing systems. The image feature is extracted using various forms to make the computer image more readable.

Sign language recognition system is a powerful tool to prepare an expert knowledge, edge detect and the combination of inaccurate information from different sources. the intend of convolution neural network is to get the appropriate classification.

5.2 Future Work
The proposed sign language recognition system used to recognize sign language letters can be further extended to recognize gestures facial expressions. It would be more appropriate to display sentences as more accurate translations of the language than to display letter labels. This also increases readability. The scope of different sign languages can be increased. More training data can be added to find the letter with more accuracy. This project can be expanded to convert symbols into speech.
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