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Abstract— House price prediction is a popular topic, and 

research teams are increasingly performing related 

studies by using deep learning or machine learning 

models. However, because some studies have not 

considered comprehensive information that affects 

house prices, prediction results are not always 

sufficiently precise. Therefore, we propose an end to 

end joint self-attention model for house prediction. In 

this model, we import data on public facilities such as 

parks, schools, and mass rapid transit stations to 

represent the availability of amenities, and we use 

satellite maps to analyze the environment surrounding 

houses. We adopt attention mechanisms, which are 

widely used in image, speech, and translation tasks, to 

identify crucial features that are considered by 

prospective house buyers. The model can automatically 

assign weights when given transaction data. Our 

proposed model differs from self-attention models 

because it considers the interaction between two 

different features to learn the complicated relationship 

between features in order to increase prediction 

precision. We conduct experiments to demonstrate the 

performance of the model. Experimental data include 

actual selling prices in real estate transaction data for the 

period from 2017 to 2018, public facility data acquired 

from the Taipei and New Taipei governments, and 

satellite maps crawled using the Google Maps 

application programming interface. 
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I. INTRODUCTION 

House price prediction is currently a hot topic. The 

purpose of house price prediction is to provide a basis 

for pricing between buyers and sellers. By viewing 

transaction records, buyers can understand whether 

they have received a fair price for a house, and sellers 

can evaluate the price at which they can sell a house 

along a specific road section. House price prediction  

is  also  used  in  financial  technology applications, 

which require a reasonable evaluation system for mortgage 

calculation and house auctions. Studies on house price 

prediction have been conducted in the United States and 

Europe and most of these studies have adopted machine 

learning–based methods to predict real estate prices. Related 

research has also been established even in developing 

countries such as Brazil. Deep Learning Model for House 

Price Prediction Using Heterogeneous Data Analysis of the 

objectives of the present study is to use actual selling prices 

in real estate transaction data to perform predictions. After 

reviewing research from these countries, we identify several 

factors that affect house prices and categorize such factors 

into two groups. The first group comprises house conditions, 

such as age, building material, building area, and parking 

space; the second group comprises conditions of the 

surrounding environment, including public facilities, 

transportation facilities, and educational institutions. 

Increasing numbers of studies on house price estimation 

have adopted machine learning and deep learning methods; 

researchers have mostly been concerned with the accuracy 

of forecasting results. However, some studies have 

considered only house attributes, and they have not 

accounted for information on surrounding environments. 

Therefore, using the Google Maps application programming 

interface (API), we crawl satellite maps of houses and 

surrounding public facilities as heterogeneous input data for 

the prediction model. We use house transaction data, the 

satellite maps, and public facility data to experimentally test 

our hypothesis. To process the satellite maps, we adopt a 

spatial transformer network to extract image features. An 

STN has rotation invariant properties, meaning that image 

extraction features do not change markedly when an image 

is rotated by a specific angle. 
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Different groups of buyers may focus on different house 

attributes. For example, nuclear families may focus on 

parks and nearby schools for their children. Therefore, if 

a house’s crucial features identified through an attention 

mechanism match the needs of a prospective buyer, then 

the house can be recommended to the buyer. 

Accordingly, our final research goal is to improve 

prediction accuracy and investigate features influencing 

pricing results. We employ an attention mechanism and 

import heterogeneous data into our developed attention 

model. These data and the introduced methods not only 

improve house price prediction performance but also 

reveal factors influencing house prices. In addition to 

achieving accurate house price prediction, we identify 

the features contributing to house prices. Therefore, we 

develop an attention-based model that can learn the 

interaction between features and summarize crucial 

attributes for house buyers. Additionally, we design 

novel methods to effectively extract features from 

heterogeneous data to help improve model performance. 

 

II. LITERATURE SURVEY 
 

House is one of human life's most essential needs, along 

with other fundamental needs such as food, water, and 

much more. Demand for houses grew rapidly over the 

years as people's living standards improved. While there 

are people who make their house as an investment and 

property, yet most people around the world are buying a 

house as their shelter or as their livelihood. According to 

[1], housing markets have a positive impact on a 

country's currency, which is an important national 

economy scale. Homeowners will purchase goods such 

as furniture and household equipment for their home, 

and homebuilders or contractors will purchase raw 

material to build houses to satisfy house demand, which 

is an indication of the economic wave effect created by 

the new house supply. Besides that, consumers have 

capital to make a large 

 

investment, and the construction industry is in good 

condition can be seen through a country's high level of 

house supply. According to numerous international 

organizations and human rights have emphasized house 

importance. House is profoundly rooted in the economic, 

financial, and political structure of each country. 

Nevertheless, reported that the fluctuation of house 

prices has always been an issue for house owners, 

buildings and real estate, besides stated that house has 

become unaffordable as there is substantial price growth 

in several countries in the House Price. Residents' quality of 

life as well as national economy depends on the potential 

house price increase. Ultimately, this issue will affect 

investors who are making their house as an investment. An 

increase in house demand occurs each year, indirectly causing 

house price increases every year. The problem arises when 

there are numerous variables such as location and property 

demand that may influence the house price, thus most 

stakeholders including buyers and developers, house builders 

and the real estate industry would like to know the exact 

attributes or the accurate factors influencing the house price to 

help investors make decisions and help house builders set the 

house price. House price prediction can be done by using a 

multiple prediction models (Machine Learning Model) such 

as support vector regression, artificial neural network, and 

more. There are many benefits that home buyers, property 

investors, and house builders can reap from the house-price 

model. This model will provide a lot of information and 

knowledge to home buyers, property investors and house 

builders, such as the valuation of house prices in the present 

market, which will help them determine house prices. 

Meanwhile, this model can help potential buyers decide the 

characteristics of a house they want according to their budget. 

Previous studies focused on analyzing the attributes that affect 

house price and predicting house price based on the model of 

machine learning separately. However, this article combines 

such a both predicting house price and attributes together. In 

this article, literature review focuses on predicting house price 

based on the model of machine learning as well as analyzing 

attributes primarily used in previous study that affect house 

price. This paper was arranged as follows: the first section 

summarizing overall of this study. Second section described 

the common attributes used in prediction of house price 

around the world. It was followed by a brief discussion of 

machine learning model used in previous study to

 predict house price. 
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III. PROPOSED SYSTEM 
The problem is creating the hypothesis function that 

may give the prediction of the target value based on the data 

given as the training part. 

Then see or analyze the prediction on the testing part  of the 

data. Here the data given is on the house price and its respective 

features which accommodate the price of the house. Thus to 

build the machine to learn the data features and predict the price 

accurate is the challenging task. 

This will also help the society of the real estate builder to easily 

predict the price of the land, house etc according to their feature 

with the help of this model. The data set for this thesis is taken 

from Kaggle’s Housing Data Set . Data set is simple and this 

thesis aims at the prediction of the house price (residential) in 

Bangalore, India. Thus the data has been downloaded from the 

Kaggle Housing Datasets. 

The fetching operation is done by the help of the pandas library 

function as in the format of .csv file and giving the path where 

data is stored. 

After fetching the data, some cleaning process is applied to the 

data to make it provide useful information. Thus the missing 

values is the attribute is checked and clean it out i.e. drop 

attribute if it is not much useful feature or fill the missing value 

by taking the median of the all values. 

Then the further process applying machine learning is processed 

and three regression technique is applied to the dataset linear 

regression, random forest. 

 
 

IV. METHODOLOGY 

According to the paradigm of evaluating the house demand 

can be classified into two classes which are the traditional 

method and the advanced valuation method. The traditional 

valuation scheme, including multiple regression method 

and stepwise regression process, whilst hedonic pricing 

tool, artificial neural network (ANN) and spatial analysis 

framework are advances valuation method. The model 

selection to be used to predict house price is quite critical 

as varieties of models are available. One of the most 

commonly utilized models in this research field is 

Regression Analysis which is used in many studies, 

including Another common model for house price 

predictions is the Support Vector Regression (SVR) A 

Regression Analysis Hedonic Price Model The housing 

market is slightly different from normal good consumption. 

According to housing market is unique because it displays 

the characteristics of resilience, flexibility and spatial 

fixity. Therefore, hedonic approach is preferred to 

accurately predict market differential. conceived hedonic 

model back in 1939, but this research was popularized in 

the early 1960s with comprehensive uses by Zvi Griliches 

and Rosen. In the early 1930s, Court used this model to 

analyse automotive value in pricing and quality 

characteristics defined hedonic as "the implicit prices of 

attributes and are revealed to economic agents from the 

observed prices of differentiated products and the specific 

quantities of their characteristics." Following 

years of progress, Rosen applied the approach to the 

residential home price study and became commonly 

included in real estate sector research. Rosen's philosophy 

or model comprises two separate phases. The regression of 

a product price on its attributes is performed in the initial 

stage to calculate the aggregate price of the component. A 

measure of a goods price will be determined in the first 

stage, but the inverse demand function cannot be generated 

at this stage. Thus, the second stage of estimation is needed 

to identify the inverse demand function that can be derived 

from the first stage implicit price function. In an earlier 

study, a study compared three commonly used house price 

measurement methods which are simple average method, 

hedonic model, and matching approach. The result found 

that when adopted on the housing market, two methods 

that are simple average method and matching approach 

were proven biased. Thus, the hedonic model provides the 

highest results relative to those two most commonly 

encountered versions. Hedonic pricing model is a statistical 

model that believes the worth of the property is the sum of 

all its attributes based on hedonic market theory. ii. 

Multiple Linear Regression analysis is a model used to 

determine the relationship between variables. In order to 

evaluate the correlation of the variables, the correlation 

coefficient or regression equation can be used. Multiple 

regression models can determine which characteristics are 

the most important to explain the dependent variable. 

Multiple regression analysis also allows certain price 

predictions by capturing independent and dependent 

variable data. In the power of the multiple regression model 

can be seen when the value of the relationship between 

dependent and independent variables is measured use 

multiple regression modelling to describe improvements to 

an independent variable with a dependent variable. This 

model can be achieved using the house price projection as 

separate and dependent variables like house prices, house 

size, property sort, number of bedrooms, and many more. 

Therefore, the house price is set as a target or dependency 

variable, while other attributes are set as independent 

variables to determine the main variables by identifying the 

correlation coefficient of each attribute. B. Support Vector 

Regression Support vector regression is a predictive model 

based on SVM, a neural network that usually has three 

layers, a powerful form of supervised learning. The model 

is based on a subset of training data. The advantages of 

support vector regression are that it is capable of processing 

non-linear results, provides only one possible optimal 

solution, and able to overcome a small sample learning 

issues.The potential to produce market predictions in 

several markets, including real estate, shows that this 

model can overcome the non-linear regression problems 

and small sample learning problems. Moreover, as this 

model did not depend on probability distribution 

assumptions, and the ability of mapping the input 

attribute, either linear or 
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non-linear, this model was commonly used at house price 

modelling .Support vector regression offers huge benefits 

in so many aspects as this model can avoid over-fitting 

problems, while ensuring a single optimum solution by 

minimizing structural risks and empirical risks .In this field 

of study, support vector regression is used to collect details 

on neighborhood, structural and locational attributes. C. 

Artificial neural Network In 1958, created artificial neural 

network known as ANN. Walter Pitts and Warren 

McCulloch published a paper entitled "A Logical Calculus 

of Ideas Immanent in Nervous Activity" in the year 1943 

which notes that a neural network may artificially be 

created, based on the role and structure of a biological 

neural network. In another research, as this model would 

often promote learning, artificial neural networks are 

claimed to be artificial brain diagrams. The artificial neural 

network model has always been selected when a non-linear 

attribute is involved. The analysis of home price estimation 

should also use this model as a spatial consideration for the 

price of housing is also non- linear. Therefore, as in their 

study produces a good result, thus it is promising to 

provide an exact predictive model utilizing the artificial 

neural network algorithm. This system, however, has very 

limited performance. ANN can model complex non-linear 

relationships as house price predictions involve many non-

linear variables. D. Gradient Boost Gradient boosting was 

created by in 1999 and is a commonly used machine 

learning algorithm because of its performance, consistency 

and interpretability. Gradient boosting delivers state-of-the-

art in various machine learning activities, such as 

multistage classification, click prediction and ranking. 

With the advent of big data in recent years, gradient 

boosting faces new challenges, especially with regard to 

the balance between accuracy and performance. There are 

few parameters for gradient boosting. To ensure a dynamic 

balance between fit and regularity, the following steps can 

be taken to select parameters: (1) Setting regularization 

parameters (lambda, alpha), (2) reducing learning rate and 

decide those optimal parameters again. 

 

 

CONCLUSION 

 

This paper examined and analyzed the current research on 

the significant attributes of house price and analyzed the 

data mining techniques used to predict house price. 

Technically, houses with a strategic location such as the 

accessibility to shopping mall or other facilities tend to be 

more expensive than houses in rural areas with limited 

numbers of facilities. The accurate prediction model would 

allow investors or house buyers to determine the realistic 

price of a house as well as the house developers to decide 

the affordable house price. This paper addressed the 

attributes used by previous researchers to forecast a 

house price using various prediction models. Taken 

together, the results of the survey have shown the potential 

of SVR, ANN and XG Boost in predicting house prices. 

These models were developed based on several input 

attributes and they work significantly positive with house 

price. In conclusion, the impact of this research was 

intended to help and assist other researchers in developing 

a real model which can easily and accurately predict house 

prices. Further work on a real model needs to be done with 

the utilization of our findings to confirm them. 
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