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Abstract 

As communication technology and e-commerce have 

improved, credit cards have become the most common 

mode of payment for both online and offline purchases. As 

a result, security in this system is expected to be very good 

to avoid fraudulent transactions. Each year, the number of 

fraudulent credit card data transfers rises. Researchers are 

also experimenting with unique approaches to detect and 

prevent such frauds in this direction. However, some 

strategies that can accurately and efficiently detect these 

scams are always needed. This study proposes a method for 

detecting credit card fraud using supervised and 

unsupervised learning approaches. The suggested neural 

network method outperforms existing methods such as 

Logistic Regression, Local Outlier Factor, Isolation Forest, 

and K-means clustering when compared. As the accuracy 

values of each model are nearly negligible because the 

dataset is imbalanced, we will compare the false-negative 

rate, recall, precision, and recall parameters of each model. 
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1. Introduction 

Fraud detection (In a range of industries, including banking 

and insurance, fraud detection is used. Banking fraud also 

includes things like check forgery and the use of stolen 
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credit cards.) [7]. The purpose of fraud detection is to 

correctly identify legitimate and fraudulent credit card 

transactions, which is a data mining classification task. only 

a little research has been published in this field due to the 

lack of real-world data on which researchers may conduct 

experiments. The bank's unwillingness to provide sensitive 

consumer transaction data for privacy reasons. Shopping 

through internet-based applications and paying bills online 

has become commonplace, thus a physical card is no longer 

required to make transactions.[1][10][21] 

2. Detection methods 

2.1 Logistic regression 

It is a statistical model which uses a logistic function to 

classify the binary dependent variable.it understands the 

relationship between the dependent variable and one or 

more independent variables by estimating the probabilities 

using a logistic regression equation [12][13]. this type of 

model is useful in predicting the chances of the choice being 

made.it is a supervised machine learning model.[12] [20] 

2.2 Isolation Forest 

Isolation forest tree machine learning algorithm is an 

anomaly detection method. It can work with either 

supervised or unsupervised learning methods. For outlier 

detection, the isolation forest tree technique is different from 

other types of distance or density-based methods, and the 

algorithm tried tree to build an incredibly randomized 

decision tree for separating outliers and return the anomaly 

score of each sample using the Isolation Forest 

algorithm.[2][19] 

2.3 Local Outlier Factor 

The LOF (Local outlier factor) approach is an unsupervised 

anomaly detection methodology that can be used to detect 

the outlier. The local density deviation of a data point is 

calculated by comparing it to its neighbors. Because of its 

lesser density than the rest of the neighborhood, it is 

considered an outlier. Outliers are samples that have a 

density that is much lower than that of their neighbors. Local 

density is determined by calculating distances between 

neighboring data points (K-nearest neighbors). As a result, 

each data point's local density may be calculated.[2][19] 

2.4 K-means clustering 

The basic purpose of the K-means algorithm is to lower the 

sum of distances between points and the cluster centroid that 

corresponds to them. It allows us to cluster data into 

different groups and is a simple and rapid technique for 

determining the categories of groups in an unlabeled dataset 

without any prior training. A centroid-based algorithm is 

assigned to each cluster. The value of k should be known 

ahead of time in this algorithm.[3][18] 

2.5 Neural networks: 

A neural network is a set of algorithms that recognizes 

hidden correlations in a set of data by simulating how the 

human brain functions.[22] It is a mathematical model that 

is implemented neurally. To perform all functions, it 

contains a large number of interconnected processing 

components known as neurons. A weighted connection of 

neurons stores information in the neurons. The neural 

network approach is mostly used for image classification 

and detection.[6][16][17] 

3. Dataset: 

The data set includes credit card transactions from European 

cardholders in September 2013. We have 492 frauds out of 

284,807 transactions in our dataset, which is two days' data. 

The positive class (frauds) is 0.172 percent of all 

transactions. It only has numerical input variables that have 

been transformed using PCA. We are unable to get the 

original features of the data or additional information due to 

confidentiality concerns. V1; V2; V3; V4; V5; V6; V7... The 

only features not modified by PCA are 'Time' and ‘Amount’. 

These are classified as fraud and valid in the class 

column.[8][9] 

4. Proposed approach 

Here, we used supervised and unsupervised techniques like 

logistic regression, k-means clustering, isolation forest, 

local outlier factor, and neural networks to identify the 
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frauds. In figure 1 we can see the flowchart of the proposed 

work. Data preprocessing is done to extract the features and 

clean the data and then the data is split into training and 

testing. we build the models and train them using training 

data if the results are variable then the parameters are tuned 

and the training process is repeated. if the results are 

constant, we proceed to the test phase where the model 

detects the fraud transactions and gives the performance 

metrics of the model. 

 

figure 1: flowchart of the fraud detection model 

5. Performance evaluation 

5.1 Confusion metrics 

A confusion matrix is a table that displays a machine 

learning model's performance on a set of test data for which 

the true values are known.[11][14][10]  

Based on the observations the confusion matrics for Logistic 

regression, K-means clustering, Local outlier factor, 

Isolation Forest, Autoencoders, and Neural network is 

presented in table 1. from this table we can observe that the 

neural network model is giving better true positive values 

compared to respective models 

Table 1: Observations of confusion matrics for dataset 1 

ML 

models 

True 

Negative 

False 

Positive 

False 

Negative 

True 

Positive 

Logistic 

regression 

85278 23 50 92 

K-means 83817 1484 137 5 

Local 

outlier 

factor 

85140 161 140 2 

Isolation 

forest 

85194 107 104 38 

Neural 

networks 

85272 29 36 106 

Table 2: Observations of confusion matrics for dataset 2 

ML 

models 

True 

Negative 

False 

Positive 

False 

Negative 

True 

Positive 

Logistic 

regression 

5634 215 854 2046 

K-means 

2919 2930 1605 1295 

Local 

outlier 

factor 

3782 2067 1934 966 

Isolation 

forest 

3816 2033 1861 1039 

Neural 

networks 

5767 82 769 2131 
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5.3 Results 

 

 

figure 2: Model performance on dataset 1 

 

figure 3: Model performance on dataset 1 

figure 4: Model performance on dataset 2 

 

figure 5: Model performance on dataset 2 

 

 

figure 6: Accuracy vs models 

 

figure 7: precision vs models 

 

 

figure 8: recall vs models 
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figure 9: f1score vs models 

 

figure 10: false-negative rate vs models 

6. Conclusion and Future Directions  

we can conclude from above figure 3, figure 5 that Neural-

network based machine learning model performs better than 

other models i.e, local outlier factor, k-means clustering, 

isolation forest, and logistic regression. from figure 8 we can 

observe that the neural network detects fewer false-negative 

rates which are 25.36% and 26.51% 

In the future we can improve the neural network model by 

lowering the false-negative rate and improving the 

performance metrics and by building a more advanced 

neural system it can be integrated with mobile and web 

applications to detect the fraud in real-time and prevent from 

happening. 
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