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Abstract:  In this paper we use a monocular depth estimation method to estimate depth in a given input image.This is performed by 

using a unsupervised deep learning model to estimate depth and get the depth image of the given input image using this depth image 

we are going to perform image processing on the input image to give bokeh effect to the input image (portrait image) this is one 

application of the depth information we get from the depth map . Main aim is to use the depth map which contains the depth 

information or the information of the object distance from the camera lens, to get a 3d representation of the image and perform 

various applications using depth information. 
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1.INTRODUCTION 

 

We will be taking a single color image as an input in our model to get a depth image so that the process of refocusing to get the 

output image as portrait image. 

Estimating depth is crucial step towards inferring scene geometry from 2D images.The goal is to predict the depth value of each 

pixel in a given only a single RGB image as in input.Since the same input image can project to multiple plausible depth 

estimation.There are many supervised learning methods to predict depth,this supervised    learning [1] method  use partial ground 

truth depth as an input to the model while training, this ground truth depth is hard to obtain because of costly hardware.To overcome 

this we have used an  unsupervised monocular depth estimation method which only uses two input images while training. 

 

 

 

 
The applications of depth estimation are  self-driving car ,parking car sensors, image-editing, AR-composting,etc, The application 

of depth estimation in our project is to get a portrait image by our method where we will take an  input image to get a depth image 

and then use it for performing the refocusing by the bokeh effect. 

 
2. METHODOLOGY 

 

The first part of this thesis is mostly a literary review of recent and relevant research in the field of computer vision, specifically 

the task of depth estimation[1][2] from both stereo and single images[1][2]. All emphasis was made on studies and research papers 

that treated this problem with machine or deep learning. We have used the  method and model based on paper Digging Into Self-

Supervised Monocular Depth Estimation.[2]. They train a machine learning model to generate a depth map using just a single 

image.The link to their Paper is.[2]. 
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Our Method consists of the following steps: 

  

1. We will select an input image for performing the refocusing or applying the bokeh effect[8]  to the input image.   

2. Input image will be used to predict the depth image and this depth image will be used in the image processing task to 

apply the bokeh effect[8] to the input image.  

 
3. WORKFLOW OF PROJECT 

The Design of the Gui is to first take the input image then use the monodepth2 [2] model to infer a dense 

depth image[1][2][3][4] and save it.After that use this depth image and its npy file to perform image processing and apply bokeh 

effect to the input image and get the resultant portrait image. 

The operations are divided into 3 parts: 

1. Selecting the input Image from the image folder . 

2. Then select the continue button which will use the model to predict the depth map and save the depth map in the folder. 

3.Clicking a point on the input image so that bokeh effect can be applied to the pixel surrounding the point or object . Finally the 

portrait image is  

Displayed and saved in the folder. 

 

 

                 

   

 

        Input image                  Depth image                               Portrait image 

 

                      

4. EXPERIMENTAL STUDY 

In this, the  application will be tested with  different inputs to check whether the platform provides desired and relevant results as 

expected to happen. 

The table below shows the results as follows : 
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5. CONCLUSIONS 
 

 Thus with the help of all these unsupervised learning based methods[1][2][3][4] our main aim is to predict depth and use the most 

accurate algorithm  Instead of using aligned ground truth depth data, which is both rare and costly for supervised algorithms and 

use this depth information [2]in many applications in real time  Image processing , scene reconstruction , self driving cars, AR 

composition and many other applications. 
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