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ABSTRACT- 

 

The aim is to predict machine learning based 

techniques for lung cancer prediction. The analysis of 

dataset by supervised machine learning technique 

(SMLT) to capture several information’s like, variable 

identification, uni-variate analysis, bi-variate and 

multi-variate analysis, missing value treatments and 

analyze the data validation, data cleaning/preparing 

and data visualization will be done on the entire given 

dataset. To propose a machine learning-based method 

to accurately predict the lung cancer using supervised 

classification machine learning algorithms. 

Additionally, to compare and discuss the performance 

of various machine learning algorithms from the given 

transport traffic department dataset with evaluation of 

GUI based user interface of lung cancer prediction by 

attributes. 
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I. INTRODUCTION 

 

Lung cancer is due to uncontrollable growth of cells in 

the lungs. It causes a serious breathing problem in both 

inhale and exhale part of chest. Cigarette smoking and 

passive smoking are the principal contributor for the 

cause of lung cancer as per world health organization. 

The mortality rate due to lung cancer is increasing day 

by day in youths as well as in old persons as compared 

to other cancers. 

This helps all others department to carried out other 

formalities. It have to find Accuracy of the training 

dataset, Accuracy of the testing dataset, Specification, 

False Positive rate, precision and recall by comparing 

algorithm using python code. 

The following Involvement steps are, 

 

 Define a problem 

 Preparing data 

 Evaluating algorithms 

 Improving results 

 Predicting results 
 

 

The aim is to predict machine learning based 

techniques for lung cancer prediction. The analysis of 

dataset by supervised machine learning technique 

(SMLT) to capture several information’s like, variable 

identification, uni-variate analysis, bi-variate and multi-

variate analysis, missing value treatments and analyze 

the data validation, data cleaning/preparing and data 

visualization will be done on the entire given dataset. 

 

 

II. EXISTING SYSTEM                                  

Detecting lung nodules with low-dose computed 

tomography (CT) can predict the future risk suffering 

from lung cancers. There are a few studies on lung 

nodules with low-dose CT and detecting rate is very low 

at present. In order to accurately detect lung nodules 

with low-dose CT, this paper proposes a solution based 

on an integrated deep learning algorithm. The CT 

images are preprocessed via image clipping, 

normalization and segmentation, and the positive 

samples are expanded to balance the number of positive 

and negative samples. The features of candidate lung 

nodule samples are learned by using convolutional 

neural network and residual network, and then import 

into long short-term memory network, respectively. We 

then fuse these features, continuously optimize the 
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network parameters during the training process, and 

finally obtain the model with an optimal performance. 

The experimental results prove that compared to other 

algorithms, all metrics in the proposed algorithm are 

improved. This model has an obvious anti-interference 

ability. It is stable and can identify lung nodules 

effectively, which is expected to provide auxiliary 

diagnostic for early screening of lung cancers. 

 

• They are using CT images and large amount of 

data required to classify accurately and it take a lot 

of time to train the model. 

• Any modification made takes lots of effort to 

change the model. 
 

 

 III. PROPOSED SYSTEM      

   

Machine learning supervised classification algorithms 

will be used to give dataset and extract patterns, which 

would help in predicting the likely patient affected or 

not, thereby helping them for making better decisions 

in the future. 

Data collection 

 

The data set collected for predicting the network 

attacks is split into Training set and Test set. Generally, 

7:3 ratios are applied to split the Training set and Test 

set. The Data Model which was created using by 

ensemble learning model are applied on the Training 

set and based on the test result accuracy, Test set 

prediction is done. 

• It improves accuracy score by comparing popular 

machine learning algorithms. 

• These reports are to the investigation of 

applicability of machine learning techniques for 

detecting cancer in operational conditions by 

attribute prediction. 
                    

 

IV. REQUIREMENT SPECIFICATION 

Requirements are the basic constrains that are required 

to develop a system. Requirements are collected while 

designing the system. The following are the 

requirements that are to be discussed. 

 

Functional requirements 

 

Non-Functional requirements 

 

Environment requirements 

 

The software requirements specification is a technical 

specification of requirements for the software product. 

It is the first step in the requirements analysis process. 

It lists requirements of a particular software system. 

The following details to follow the special libraries 

like NumPy, matplotlib and OpenCV. 

 

V. SYSTEM ARCHITECHTURE 

 
 

 

 

 Validation techniques in machine learning are used to 

get the error rate of the Machine Learning (ML) model, 

which can be considered as close to the true error rate of 

the dataset. If the data volume is large enough to be 

representative of the population, you may not need the 

validation techniques. However, in real-world 

scenarios, to work with samples of data that may not be 

a true representative of the population of given dataset. 

To finding the missing value, duplicate value and 

description of data type whether it is float variable or 

integer. The sample of data used to provide an unbiased 

evaluation of a model fit on the training dataset while 

tuning model hyper parameters. The evaluation 

becomes more biased as skill on the validation dataset is 

incorporated into the model configuration. The 

validation set is used to evaluate a given model, but this 

is for frequent evaluation. It as machine learning 

engineers uses this data to fine-tune the model hyper 

parameters. Data collection, data analysis, and the 

process of addressing data content, quality, and 

structure can add up to a time-consuming to-do list. 
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Data Validation/ Cleaning/Preparing 
Process: 
Importing the library packages with loading 

given dataset. To analyzing the variable 

identification by data shape, data type and 

evaluating the missing values, duplicate values. A 

validation dataset is a sample of data held back 

from training your model that is used to give an 

estimate of model skill while tuning model's and 

procedures that you can use to make the best use 

of validation and test datasets when evaluating 

your models. Data cleaning / preparing by 

rename the given dataset and drop the column 

etc. to analyze the uni-variate, bi-variate and 

multi-variate process. The steps and techniques 

for data cleaning will vary from dataset to 

dataset. The primary goal of data cleaning is to 

detect and remove errors and anomalies to 

increase the value of data in analytics and 

decision making. 

 

Data Pre-processing: 
Pre-processing refers to the transformations 

applied to our data before feeding it to the 

algorithm. Data Preprocessing is a technique that 

is used to convert the raw data into a clean data 

set. In other words, whenever the data is 

gathered from different sources it is collected in 

raw format which is not feasible for the analysis. 

To achieving better results from the applied 

model in Machine Learning method of the data 

has to be in a proper manner. Some specified 

Machine Learning model needs information in a 

specified format; for example, Random Forest 

algorithm does not support null values. 

Therefore, to execute random forest algorithm 

null values have to be managed from the original 

raw data set. 

 

Exploration data analysis of visualization: 

 
Data visualization is an important skill in applied 

statistics and machine learning. Statistics does 

indeed focus on quantitative descriptions and 

estimations of data. Data visualization provides 

an important suite of tools for gaining a 

qualitative understanding. This can be helpful 

when exploring and getting to know a dataset and 

can help with identifying patterns, corrupt data, 

outliers, and much more. With a little domain 

knowledge, data visualizations can be used to 

express and demonstrate key relationships in 

plots and charts that are more visceral and 

stakeholders than measures of association or 

significance. Data visualization and exploratory 

data analysis are whole fields themselves and it 

will recommend a deeper dive into some the 

books mentioned at the end. 

 
Sometimes data does not make sense until it can 

look at in a visual form, such as with charts and 

plots. Being able to quickly visualize of data samples 

and others is an important skill both in applied 

statistics and in applied machine learning. It will 

discover the many types of plots that you will need to 

know when visualizing data in Python and how to use 

them to better understand your own data. 

 

Logistic Regression: 

 
It is a statistical method for analysing a data set in 

which there are one or more independent variables that 

determine an outcome. The outcome is measured with 

a dichotomous variable (in which there are only two 

possible outcomes). The goal of logistic regression is 

to find the best fitting model to describe the 

relationship between the dichotomous characteristic of 

interest (dependent variable = response or outcome 

variable) and a set of independent (predictor or 

explanatory) variables. In logistic regression, the 

dependent variable is a binary variable that contains 

data coded as 1 (yes, success, etc.) or 0 (no, failure, 

etc.). 

In other words, the logistic regression model predicts 

P(Y=1) as a function of X. 

Logistic regression Assumptions: 

 

⮚ Binary logistic regression requires the dependent 

variable to be binary. 

 

⮚ For a binary regression, the factor level 1 of the 

dependent variable should represent the desired 

outcome. 

 

⮚ Only the meaningful variables should be included. 

 

⮚ The independent variables should be independent 

of each other. That is, the model should have little. 

 

⮚ The independent variables are linearly related to 

the log odds. 

 

⮚ Logistic regression requires quite large sample 

sizes. 

 

Decision Tree: 
It is one of the most powerful and popular algorithm. 

Decision-tree algorithm falls under the category of 

supervised learning algorithms. It works for both 

continuous as well as categorical output variables. 

 

Support Vector Machines (SVM): 

A classifier that categorizes the data set by setting an 

optimal hyper plane between data. I chose this 

classifier as it is incredibly versatile in the number of 

different kernelling functions that can be applied and 

this model can yield a high predictability rate. Support 

Vector Machines are perhaps one of the most popular 

and talked about machine learning algorithms. They 

were extremely popular around the time they were 

developed in the 1990s and continue to be the go-to 
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method for a high-performing algorithm with 

little tuning. 

 

 

● How to disentangle the many names used to 

refer to support vector machines. 

● The representation used by SVM when the 

model is actually stored on disk. 

● How a learned SVM model representation 

can be used to make predictions for new data. 

● How to learn an SVM model from training 

data. 

● How to best prepare your data for the SVM 

algorithm. 

● Where you might look to get more 

information on SVM. 

 

RANDOM FOREST: 

Random forests or random decision forests are 

an ensemble learning method for classification, 

regression and other tasks, that operate by 

constructing a multitude of decision trees at 

training time and outputting the class that is the 

mode of the classes (classification) or mean 

prediction (regression) of the individual trees. 

Random decision forests correct for decision 

trees’ habit of over fitting to their training set. 

Random forest is a type of supervised machine 

learning algorithm based on ensemble learning. 

Ensemble learning is a type of learning where 

you join different types of algorithms or same 

algorithm multiple times to form a more 

powerful prediction model. The random forest 

algorithm combines multiple algorithm of the 

same type i.e. multiple decision trees, 

resulting in a forest of trees, hence the name 

"Random Forest". The random forest algorithm 

can be used for both regression and classification 

tasks. 

K-Nearest Neighbor (KNN): 

K-Nearest Neighbor is a supervised machine 

learning algorithm which stores all instances 

correspond to training data points in n-

dimensional space. When an unknown discrete 

data is received, it analyzes the closest k number 

of instances saved (nearest neighbors) and 

returns the most common class as the prediction 

and for real-valued data it returns the mean of k 

nearest neighbors. In the distance- weighted 

nearest neighbor algorithm, it weights the 

contribution of each of the k neighbors according 

to their distance using the following query giving 

greater weight to the closest neighbors. Usually, 

KNN is robust to noisy data since it is averaging 

the k-nearest neighbors. The k-nearest-neighbors 

algorithm is a classification algorithm, and it is 

supervised: it takes a bunch of labeled points and uses 

them to learn how to label other points. To label a new 

point, it looks at the labeled points closest to that new 

point (those are its nearest neighbors), and has those 

neighbors vote, so whichever label the most of the 

neighbors have is the label for the new point (the “k” 

is the number of neighbors it checks). Makes 

predictions about the validation set using the entire 

training set. KNN makes a prediction about a new 

instance by searching through the entire set to find the 

k “closest” instances. “Closeness” is determined using 

a proximity measurement (Euclidean) across all 

features. 

 

Naive Bayes algorithm: 
The Naive Bayes algorithm is an intuitive method that 

uses the probabilities of each attribute belonging to 

each class to make a prediction. It is the supervised 

learning approach you would come up with if you 

wanted to model a predictive modeling problem 

probabilistically. Naive bayes simplifies the 

calculation of probabilities by assuming that the 

probability of each attribute belonging to a given class 

value is independent of all other attributes. This is a 

strong assumption but results in a fast and effective 

method. The probability of a class value given a value 

of an attribute is called the conditional probability. By 

multiplying the conditional probabilities together for 

each attribute for a given class value, we have a 

probability of a data instance belonging to that class. To 

make a prediction we can calculate probabilities of the 

instance belonging to each class and select the class 

value with the highest probability Naive Bayes is a 

statistical classification technique based on Bayes 

Theorem. It is one of the simplest supervised learning 

algorithms. Naive Bayes classifier is the fast, accurate 

and reliable algorithm. Naive Bayes classifiers have 

high accuracy and speed on large datasets. Naive 

Bayes classifier assumes that the effect of a particular 

feature in a class is independent of other features. For 

example, a loan applicant is desirable or not depending 

on his/her income, previous loan and transaction 

history, age, and location. Even if these features are 

interdependent, these features are still considered 

independently. This assumption simplifies 

computation, and that's why it is considered as naive. 

This assumption is called class conditional 

independence. 

Tkinter is a python library for developing GUI 

(Graphical User Interfaces). We use the tkinter library 

for creating an application of UI (User Interface), to 

create windows and all other graphical user interface 

and Tkinter will come with Python as a standard 

package, it can be used for security purpose of each 

users or accountants. There will be two kinds of pages 

like registration user purpose and login entry purpose 

of users. 
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Accuracy calculation: 

 
False Positives (FP): A person who will pay 

predicted as defaulter. When actual class is no 

and predicted class is yes. 

E.g. if actual class says this passenger did not 

survive but predicted class tells you that this 

passenger will survive. 

False Negatives (FN): A person who default 

predicted as payer. When actual class is yes but 

predicted class in no. 

E.g. if actual class value indicates that this 

passenger survived and predicted class tells you 

that passenger will die. 

True Positives (TP): A person who will not pay 

predicted as defaulter. These are the correctly 

predicted positive values which means that the 

value of actual class is yes and the value of 

predicted class is also yes. 

E.g. if actual class value indicates that this 

passenger survived and predicted class tells you 

the same thing. 

 

True Negatives (TN): A person who default 

predicted as payer. These are the correctly 

predicted negative values which means that the 

value of actual class is no and value of predicted 

class is also no. 

E.g. if actual class says this passenger did not 

survive and predicted class tells you the same 

thing. 

 

GUI 

A graphical user interface (GUI) is a user 

interface built with graphical objects such as 

buttons, text fields, sliders, and menus. In 

general, these objects already 

have meanings to most computer users. For 

example, when you move a slider, value 

changes; when you press an OK button, your 

settings are applied and the dialog box is 

dismissed. Of course, to leverage this built-in 

familiarity, you must be consistent in how you 

use the various GUI building components. 

The process of implementing a GUI involves two 

basic tasks: 

• Laying out the GUI components 

• Programming the GUI components 

GUIDE primarily is a set of layout tools. 

However, GUIDE also generates an M- file that 

contains code to handle the initialization and 

launching of the GUI. This M-file provides a 

framework for the implementation of the call 

backs - the functions that execute when users activate 

components in the GUI 

 

CONCLUSION 

In this paper, we propose a machine learning-based 

method to accurately predict the lung cancer using 

supervised classification machine learning algorithms. 

Additionally, to compare and discuss the performance 

of various machine learning algorithms from the given 

transport traffic department dataset with evaluation of 

GUI based user interface of lung cancer prediction by 

attributes. 

RESULT 
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FUTURE WORK 

To automate this process by show the prediction 

result in web application or desktop application. 

To optimize the work to implement in Artificial 

Intelligence environment. 
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