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Abstract: This paper discusses how machine learning applications have a significant impact on teaching and learning, as well as how to improve the learning environment in higher education. We use innovative machine learning applications in teaching and learning while taking into account the students’ background, academic performance in the past, and other factors. Because of the enormous class numbers, it would be difficult to support each individual student in each open learning course, which would raise the dropout rate at the end of the course. In this work, we will use linear regression, a machine learning algorithm, to predict a student’s academic success.
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I. INTRODUCTION

The Internet has opened the door to a new way of learning. The amount of information available therein exceeds that of any physical library. Although the internet can be used for a variety of purposes, students consider academic purposes to be the most desirable. In general, college students are exposed to a wide range of subjects in the core area, which can be difficult for them to comprehend at times. So they have chosen internet where there is a lot of information provided about the area of their study. Nowadays, internet plays a major role in and around the people, it forces them to rely on it for everything. This is mainly affected by student’s community where they use internet for various purpose like getting notes for studies, The assignment and other related activity and also for communications. Almost every engineering student is obliged to take the equivalent engineering course that has a significant impact on the field of study.

II. RELATED WORK

The many strategies for prediction utilizing various data mining techniques are explored in this section. There are numerous applications and areas where prediction can be used to forecast relevant data. One such application/area is Healthcare prediction. In the healthcare environment, there are many diseases which can be predicted before the analysis.
2.1. Student Outcomes

Outcome-based education (OBE) has recently gained widespread acceptance and implementation as a new school of thinking in education. The focus of the teaching and learning process is shifted from traditional teacher objectives to so-called student outcomes in this educational paradigm. In simple terms, student outcomes refer to the knowledge, skills, and values to be attained by the students at the time of graduation or at end of a course. The results, which represent the desired competencies, can be specified and measured at the course level (course outcomes) or at the programme level (programme outcomes). Essentially, course outcomes enable the accomplishment of program outcomes, and their alignment (i.e., courses to program) is performed in a critical activity referred to as curriculum mapping. Computerized tools were developed to assist in realizing the OBE goals and effectively document the educational assessment activities. Their utility could be increased by introducing intelligent models that can predict learning results over the course of a semester.

2.2. Student Performance

Albeit, due to the substantial educational shift in teaching and learning, i.e., OBE, student performance remains a significant concern in higher education, especially given the low grades and increasing dropout rates even at world-class universities. The cumulative GPA and course assessments are the most commonly utilised determinants of student performance and achievement, according to previous studies. Indeed, several studies used next-term course grades as the main indicator of student performance. However, it is not uncommon to measure student performance in other forms, including dropout rate, student knowledge, post-course outcomes, among other indicators. In our view, student academic performance should not be assessed using assessment grades only. Instead, it should be studied within a broader context, particularly using the student outcomes, which are now guiding the learning process by looking at the cohort performance. Moreover, recent research recommends exploring the prospect of predicting the attainment of student outcomes to infer student performance.

2.3. Existing Student Performance Reviews and Literature Gaps

Our detailed analysis of past surveys found that, to our knowledge, no systematic literature study concentrating on the prediction of student academic performance from the standpoint of learning outcomes has ever been conducted. Table 1 outlines the most well-known surveys on student performance prediction and highlights their strengths and flaws. Our search yielded null results.

### III. PROPOSED SYSTEM

In our proposed system we have the provision for adding the details of the students result by the admin. Then the application processes the result and send the email of the url to the students to check their result data online. Here our analysis focused on understanding the forms in which the learning outcomes were measured in the selected studies. The first thing we noticed was that the synthesised literature tossed around the terms “student outcomes” and “learning outcomes” without adopting or tying them to any systematic definition. The rather vague definition of the predicted variable (i.e., learning outcomes) by the predictive models was considered a major weakness that raises concerns about the usefulness and validity of the learning analytics result year of study in the institution The data is analyzed to build a predictive model.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Male</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>CGPA wise</td>
<td>7.1-8.0 (Model 1)</td>
<td>70</td>
</tr>
<tr>
<td>split up</td>
<td>8.1-9.0 (Model 2)</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>9.1-10 (Model 3)</td>
<td>24</td>
</tr>
<tr>
<td>Year wise</td>
<td>III</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>89</td>
</tr>
<tr>
<td>Total number of students</td>
<td>150</td>
<td></td>
</tr>
</tbody>
</table>
Collecting the data from the undergraduate engineering students based on their performance in the academics up to the current semesters is named as S1, S2, S3, S4, S5, S6, and S7. Understanding the collected data and performing analysis over it. Select the data collected and split it as training and testing dataset. After splitting the dataset, the multivariate linear regression technique is applied on the training dataset and from the regression Equation got it is used for predicting by passing the test dataset. In training dataset, there will be three categories of students based on the CGPA criteria. Based on the categories of training variables is dependent variable which is dependent on another variable called as independent variable. One should make sure that there exists a relationship between the dependent and independent variables before modelling. Strength of the relationship between the variables variables can be known by using the scatterplot. Linear regression line is represented in the form of:

\[ Y = a \times X + b \]

- a-slope
- b-Intercept

dataset, the models will be predicted. From the whole dataset, a sample category of students is considered for explanation. The values represent the regression coefficient of the variables (independent variables). The first value represents the intercept of the model.
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**IV. ALGORITHM USED**

There are many algorithms that are used to implement the thesis. In this thesis we use linear regression. Though they are all used to predict the dependent variable based on independent variables, they differ in implementation of the algorithm. A. Linear Regression

Linear regression is one of the machine learning algorithms. It is based on supervised learning, which is a well-known method that can be easily comprehended even by those who are unfamiliar with machine learning algorithms. As the name suggests linear regression performs regression. It defines the relationship between the two variables by fitting regression line to the data. one of the two With the best fit regression line to the data the error It is possible to reduce the rate of difference between expected and true values.Linear Regression is classified into two types. One of it is Simple Linear Regression, in which only one independent variable is used and the second type of regression is Multiple Linear Regression. Multiple independent variables are used in this sort of regression, which we are now using for the thesis.

**V. CONCLUSION**

The system is intended for the student. And the privileges are provided to admin to upload student results and have a good sight on the student result. The whole result analyzer will be under the control of the administrator and The admin has complete access to the result, including the ability to read, write, and execute it. And admin gives the privileges to the Teacher and student will get result viewing url as an alert of results. Present studies show that academic performances of the students are also dependent on student’s background and other attributes. Many studies show that, in addition to past academic performance, a student's background and other characteristics have a substantial impact on their performance. Machine learning has been increasingly important in recent years across many industries, and it may also be applied efficiently in academia. In the future, many applications with improved ability and efficiency may become an integrated part of every academic institutions.
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