Survey On Image processing Based Automatic Detection Of Malaria
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Abstract—Malaria is the deadliest disease in the earth and big hectic work for the health department. The traditional way of diagnosing malaria is by schematic examining blood smears of human beings for parasite-infected red blood cells under the microscope by lab or qualified technicians. This process is inefficient and the diagnosis depends on the experience and well knowledgeable person needed for the examination. Deep Learning algorithms have been applied to malaria blood smears for diagnosis before. Design propose system a new and highly robust deep learning model based on a convolutional neural network (CNN) which automatically classifies and predicts infected cells in thin blood smears on standard microscope slides. Testing on a small dataset of images gathered from a different source achieves similar performance, suggesting the model may generalize to different imaging conditions. The system achieves higher recall than existing non-deep approaches, and its accuracy, recall and precision of the highest performing CNN approach.
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I Introduction

Malaria is a life-threatening disease. It’s typically transmitted through the bite of an infected Anopheles mosquito. Infected mosquitoes carry the Plasmodium parasite. When this mosquito bites you, the parasite is released into your bloodstream. Once the parasites are inside your body, they travel to the liver, where they mature. After several days, the mature parasites enter the bloodstream and begin to infect red blood cells. Within 48 to 72 hours, the parasites inside the red blood cells multiply, causing the infected cells to burst open. The parasites continue to infect red blood cells, resulting in symptoms that occur in cycles that last two to three days at a time. Malaria is typically found in tropical and subtropical climates where the parasites can live. The World Health Organization (WHO) Trusted Source states that, in 2016, there were an estimated 216 million cases of malaria in 91 countries. What causes malaria? Malaria can occur if a mosquito infected with the Plasmodium parasite bites you. There are four kinds of malaria parasites that can infect humans: Plasmodium vivax, P. ovale, P. malariae, and P. falciparum. P. falciparum causes a more severe form of the disease and those who contract this form of malaria have a higher risk of death. An infected mother can also pass the disease to her baby at birth. This is known as congenital malaria. Malaria is transmitted by blood, so it can also be transmitted through an organ transplant, a transfusion, and use of shared needles or syringes. The blood smear masses are typically dense and complex with the fusion of multiple cells. When a blood smear gets infected with malaria, its cell texture changes with time and it becomes tedious with a difficult job to differentiate between a healthy and unhealthy sample. The analysis of blood smear images from multi-views can act as a key support to detect the infection with minimum time, effort and cost. Through this project our effort is to detect whether the given smear sample image contains malaria pathogens or its clear providing a real-time unique solution on increasing demand for inspections and shortage of pathologists with a wide diversity of weather and illuminance has resulted in making this a big health threat socially and economically.

II Literature Survey

Malaria being one of the most fatal disease has been at the focal point of some major studies in the recent past. Some of them are described briefly here. The paper [3] uses a CNN model to detect parasite infected red blood cells in thin smears on standard microscopic slides prepared using routine methods. It is inspired by experiments on the underlying physiological mechanisms in the visual cortex of felines for recognizing objects. Another study [4] presents that there are many systems which describe the computerized methods of image analysis that commonly involves three main phases. In the first phase of preprocessing, luminance of the image is corrected and transformed to a constant color space. At the second step, a histogram-based image segmentation process is used which helps in avoiding maximum artifacts and over stained objects. Later, a back propagation neural network was used for classifying objects. A more accurate method of counting blood cells using Python OpenCV is explored in [5]. Recently, deep learning models have greatly exceeded performance of human beings in identification of complex
images [8,9]. The latest trend going on in artificial intelligence is deep learning that has increased the performance in several medical areas. It is a multilayer neural network classifier which is trained by back propagation and many added layers are also used for the classification and detection process of medical imaging [10-14]. Deep learning requires huge number of training set to train the program or machine. A convolutional neural network (CNN) is a type of deep learning algorithm that takes an input image, applies weights and biases to many layers of network and classifies the images [15].

**Deep Learning Technique**

Malaria detection is definitely an intensive manual process which can perhaps be automated using deep learning. With regular manual diagnosis of blood smears, it is an intensive manual process requiring proper expertise in classifying and counting the parasitized and uninfected cells. Typically this may not scale well and might cause problems if we do not have the right expertise in specific regions around the world. Some advancements have been made in leveraging state-of-the-art (SOTA) image processing and analysis techniques to extract hand-engineered features and build machine learning based classification models. However these models are not scalable with more data being available for training and given the fact that hand-engineered features take a lot of time.

Deep Learning models, or to be more specific, Convolutional Neural Networks (CNNs) have proven to be really effective in a wide variety of computer vision tasks. Briefly, the key layers in a CNN model include convolution and pooling layers as depicted in the following figure 1.
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**Fig 1. CNN Architecture**

Convolution layers learn spatial hierarchical patterns from the data, which are also translation invariant. Thus they are able to learn different aspects of images. For example, the first convolution layer will learn small and local patterns such as edges and corners, a second convolution layer will learn larger patterns based on the features from the first layers, and so on. This allows CNNs to automate feature engineering and learn effective features which generalize well on new data points. Pooling layers help with down sampling and dimension reduction.

Thus, CNNs help us with automated and scalable feature engineering. Also, plugging in dense layers at the end of our model enables us to perform tasks like image classification. Automated malaria detection using deep learning models like CNNs could be very effective, cheap and scalable especially with the advent of transfer learning and pre-trained models which work quite well even with constraints like less data.

The paper by Rajaraman et al., ‘Pre-trained convolutional neural networks as feature extractors toward improved parasite detection in thin blood smear images’ leverages a total of six pre-trained models on the data mentioned in their paper to obtain an impressive accuracy of 95.9% in detecting malaria vs. non-infected samples. Our focus would be to try out some simple CNN models from scratch and a couple of pre-trained models using transfer learning to see the kind of results we get on the same dataset! We will be using open-source tools and frameworks which include Python and TensorFlow to build our models.

**Deep Learning Model Training Phase**

In the model training phase, we will build several deep learning models and train them on our training data and compare their performance on the validation data. We will then save these models and use them later on again in the model evaluation phase.

**Model 1 : CNN from Scratch**

Our first malaria detection model will be building and training a basic convolutional neural network (CNN) from scratch. First let’s define our model architecture.

**Model 2 Deep Transfer Learning**

Just like humans have an inherent capability of being able to transfer knowledge across tasks, transfer learning enables us to utilize knowledge from previously learned tasks and apply them to newer, related ones even in the context of machine learning or deep learning.
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**Fig 2 - Transfer Learning Model**

We will apply the two most popular strategies for deep transfer learning.

- Pre-trained Model as a Feature Extractor
- Pre-trained Model with Fine-tuning

We will be using the pre-trained VGG-19 deep learning model, developed by the Visual Geometry Group (VGG) at the University of Oxford, for our experiments. A pre-trained model like the VGG-19 is an already pre-trained model on a huge dataset (ImageNet) with a lot of diverse image categories. Considering this fact, the model should have learned a robust hierarchy of features, which are spatial, rotation, and translation invariant with regard to features learned by CNN models. Hence, the model, having learned a good representation of features for over a million images, can act as a good feature extractor for new images suitable for computer vision problems just like malaria detection! Let’s briefly discuss the VGG-19 model architecture before unleashing the power of transfer learning on our problem.
Understanding the VGG-19 model

The VGG-19 model is a 19-layer (convolution and fully connected) deep learning network built on the ImageNet database, which is built for the purpose of image recognition and classification. This model was built by Karen Simonyan and Andrew Zisserman and is mentioned in their paper titled ‘Very Deep Convolutional Networks for Large-Scale Image Recognition’. Fig. VGG-19 Model it is clearly see that we have a total of 16 convolution layers using 3 x 3 convolution filters along with max pooling layers for downsampling and a total of two fully connected hidden layers of 4096 units in each layer followed by a dense layer of 1000 units, where each unit represents one of the image categories in the ImageNet database. We do not need the last three layers since we will be using our own fully connected dense layers to predict malaria. We are more concerned with the first five blocks, so that we can leverage the VGG model as an effective feature extractor. For one of the models, we will use it as a simple feature extractor by freezing all the five convolution blocks to make sure their weights don’t get updated after each epoch. For the last model, we will apply fine-tuning to the VGG model, where we will unfreeze the last two blocks (Block 4 and Block 5) so that their weights get updated in each iteration (per batch of data) as we train our own model.

Model 2: Pre-trained Model as a Feature Extractor

For building this model, we will leverage TensorFlow to load up the VGG-19 model, and freeze the convolution blocks so that we can use it as an image feature extractor. We will plug our own dense layers at the end for performing the classification task. Thus it is quite evident from the preceding output that we have a lot of layers in our model and we will be using the frozen layers of the VGG-19 model as feature extractors only. We will then train our model using similar configurations and callbacks which we used in our previous model.

Model 3: Fine-tuned Pre-trained Model with Image Augmentation

In our final model, we will fine-tune the weights of the layers present in the last two blocks of our pre-trained VGG-19 model. Besides that, we will also introduce the concept of image augmentation. The idea behind image augmentation is exactly as the name sounds. We load in existing images from our training dataset and apply some image transformation operations to them, such as rotation, shearing, translation, zooming, and so on, to produce new, altered versions of existing images. Due to these random transformations, we don’t get the same images each time. We will leverage an excellent utility called ImageDataGeneratorKeras that can help us build image augmentors. Completing our model training phase and we will test the performance of our models on the actual test dataset.

Deep Learning Model Performance Evaluation Phase

We will evaluate the three different models that we just built in the training phase by making predictions with them on the data from our test dataset, because just validation is not enough! We will try built a nifty utility module called model_evaluation_utils, which we will be using to evaluate the performance of our deep learning models with relevant classification metrics. The first step here will be to obviously scale our test data. The next step involves loading up our saved deep learning models and making predictions on the test data. The final step is to leverage our model_evaluation_utils module and check the performance of each model with relevant classification metrics. Kaggle dataset is used in this analysis. It consists of cells segmented from thin blood mark slide images of malaria infected patients. The dataset contains 32,353 segmented cell images, out of which 80% are the training images and rest are used for testing the algorithm. The samples which are infected contain plasmodium and samples which are not infected contain no plasmodium but can also contain some types of staining impurities. Various pre-processing methods are used to achieve faster convergence which will be addressed in detail later. Figure 4 and Figure 5 show samples from dataset containing segmented red blood cells that are parasitized and uninfected. Figure 4 show that the images have different color distributions resulting from different stains during data processing and Figure 5 shows various types of parasite in red blood cells.
will be used to further the development of efficient algorithms for disease detection.
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