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Abstract: Crack has an important role within the field of evaluating the standard of concrete structures, which affects the applicability, and sturdiness of the structure. Cracks on the surface of concrete structures like tunnels indicate the strength and durability of that structure. Hence it is required that these cracks be found as early as possible so that maintenance can be done. Thus, there is a need for new and efficient crack detection methods. In secure tunnel crack detection system using machine learning, tunnel surface images are obtained and are then encrypted. These images are then pre-processed and classified into cracks and no cracks classes using transfer learning technology of Inception v3 neural network model. The model achieved an excellent accuracy of 0.998, precision of 0.989, recall of 0.989 and f-score of 0.989.
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I. INTRODUCTION

It is required that the cracks in concrete surfaces be found as early as possible so that maintenance can be done. It is difficult to identify tunnel cracks because they are tiny, and many filters may have to be applied to remove the noise within the tunnel images. Nowadays, tunnel construction technology is becoming very complex [1]. Traditional monitoring methods are based on manual crack detection, but the method is subjective and operators face difficulties like exposure to dust conditions, insufficient light. It is also a cumbersome procedure to detect the cracks from a huge set of images manually [2]. So, developing an automatic inspection system for identifying cracks will save time and effort. Our main aim is to create a framework for detecting the cracks in the underground tunnel using machine learning techniques and to create a secure framework for the system.

II. BACKGROUND STUDY

A. Homomorphic Encryption:

Homomorphic encryption is a cryptographic method that permits mathematical operations on data to be administered on cipher text, instead of performing these operations on the particular data itself [8]. Once we encrypt the input file, we get the cipher text. Various operations like addition and multiplication can be performed on the cipher text and are then decrypted to get the plain text. The output obtained from decrypting this cipher text will be same as the output we obtain after performing the mathematical operations on the original data. This is one of the major advantages of using homomorphic encryption. Many systems choose to perform computations using the services provided by large companies like Amazon and Microsoft because they are cheap. But these systems are concerned about the security of their data so they encrypt the data and then sent it to these companies for computation and storage. Privacy is very important in today's world. For this purpose, various system makes use of homomorphic encryption.

A homomorphic encryption is an asymmetric encryption system where a public key is used to encrypt the data and private key is used to decrypt the data and vice versa. But the basic difference between homomorphic encryption and other encryption systems [7] is that it allows to perform computation on encrypted data. This means that we can perform computations over the encrypted data and get the same result as what we would get after we perform the computation on the original data. Homomorphic encryption involves using arithmetic functions like addition and multiplication, instead of Boolean functions like other methods of secure computation.
B. Transfer Learning:

Transfer learning is a machine learning approach in which a pre-trained neural network model is used on a similar problem. In this approach, the weights learned from performing a task is used for another related task. Hence generalization is achieved. In machine learning, the pre-trained neural network model is used for performing the related task. The weights that the model gained from learning the base task is used for the other task. Transfer learning is used in many machine learning applications. For example, in computer vision, the base layers of neural networks usually try to detect edges, more complicated patterns like shapes in the middle layers and some intrinsic features in the latter layers. In transfer learning, the weights of the first and middle layers are not updated and are kept as such by freezing those layers. Only the last layers are trained on our dataset. It helps to make use of the weights it learned on the previous task. We attempt to transfer the maximum amount knowledge as possible from the previous task the model was trained on to the new task we have.

Training a new neural network from scratch is a difficult procedure. The main benefit of transfer learning is that a machine learning model is created and trained with less training data because the model is already pre-trained. The model already knows the general features that are common to the task at hand and does not need a lot of training. not only decreases the training time, but also improves the performance of the neural network. Hence transfer learning helps to discover a good combination of features within a short time frame. There are many pre-trained models which can be used for transfer learning and other machine leaning tasks. Inception v3 is one such model.

III. PROPOSED METHODOLOGY

Different modules in our system include user interface, a homomorphic encryption, and Inception V3. The user has access to login into our model to input the image for classification. The image is the encrypted using homomorphic encryption for the securing the data. The image is then decrypted and is given to the inception V3 model where it is trained and classified into images with cracks or images with no cracks.

### Figure 1: Proposed Model

A. User Interface:

The first module in our system is user interface, in order to check whether an image contain crack or not the user should log in to their account and if the user does not have one, he/she should create one. Then by using the login credentials the user can access the application.

B. Homomorphic Encryption:

The project aims at deploying our code on two nodes, one acting as client and the other one as servers machine. The client is responsible for generating keys, encrypting the image and sending the (key, image) pair to the server. The server in turns perform homomorphic operation.

- **Step 1:** Here first the image is converted into RGB pairs. The image is transformed into 2-D array.
- **Step 2:** Then are using paillers algorithm to generate the public key and the private key.
- **Step 3:** The image is then encrypted on client side before sending it to the model. Using public key, we encrypt the image. The output after encryption will be cipher image. The formula for this is cipher = (a % b) mod (n *n), where a = pow (g, m, n * n) and b = pow (r, n, n * n) here g and r are random numbers, n is the public key and m is the input image.
- **Step 4:** We decrypt the image using the private key (λ, μ), the formula for that is m = (l * μ) % n where l = (pow (cipher, λ, n * n) – 1) // n.

C. Image classification Model:

**Input:** The input to the neural network model is the raw images of tunnel surface. These images contain tunnel surface with cracks and tunnel surface without cracks.

**Image preprocessing:** The raw tunnel images are first converted into RGB format in order to make feature extraction easier. The other image preprocessing step is reducing dimension. The default input dimension of Inception v3 is 299-by-299. So the images are rescaled to match the input size of Inception v3.
Transfer learning using Inception v3:

Inception-v3 is a convolutional neural network model with twenty-four million parameters. It achieved an accuracy of 78.8 percent in the ImageNet dataset classification with a very low error rate. It is a pre trained version of the Inception network trained on a large number of images from the ImageNet database. The pretrained network is able to classify images into 1000 classes with excellent accuracy. Hence, the network already knows intrinsic feature representations for a wide variety of images. The network also has a default image input size of 299-by-299. Any image input to the network must be resized to this dimension. The network has two parts; the feature extraction part which consists of the convolutional layers. The other part is the classification part which consists of the fully connected layer and the SoftMax layer [5]. The convolutional layers extract the features that are common to all the images like edges and patterns. The classification part makes use of these features to classify the images.

Inception-v3 uses an “Inception module”, a sparse CNN, with 22 layers in a parallel processing workflow, and benefits from several auxiliary classifiers within the intermediate layers. In contrast to conventional CNNs such as Alex Net and VGG, wherein either a convolutional or a pooling operation can be used at each level, the Inception module could benefit from both at each layer.

Furthermore, filters (convolutions) with varying sizes are used at the same layer, providing more detailed information and extracting patterns with different sizes. Importantly, a $1 \times 1$ convolutional layer, the so-called bottleneck layer, was employed to decrease both the computational complexity and the number of parameters. To be more precise, $1 \times 1$ convolutional layer were used just before a larger kernel convolutional filter (e.g., $3 \times 3$ and $5 \times 5$ convolutional layers) to decrease the number of parameters to be determined at each level (i.e., the pooling feature process).

In addition, $1 \times 1$ convolutional layer make the network deeper and add more non-linearity by using ReLU after each $1 \times 1$ convolutional layer. In this network, the fully connected layers are replaced with an average pooling layer. This significantly decreases the number of parameters since the fully connected layers include a large number of parameters. Thus, this network is able to learn deeper representations of features with fewer parameters relative to Alex Net while it is much faster than VGG.

In transfer learning, we reuse the convolutional layer part for feature extraction and train the classification part with our dataset. We don’t have to update the weights in the layers of the feature extraction part so the model can be trained with less computational resources and reduce training time. The preprocessed images of tunnel surface are input to the (the base layers) of the Inception v3 model.

Here, the image data is converted into feature vectors. We make the last two layers of the model trainable to train it on the crack dataset. After training the model will be able to classify the images.

Output: After training and validation, we get the target class labels as images with crack presence and images with crack absence.

IV. RESULT AND DISCUSSION

A. Result:

Upon evaluation, the crack detection model achieved high accuracy and f1 score. The increase in accuracy while training was visualized using Tensor board and after 10 epochs of training, an excellent validation accuracy of 0.99 was achieved. Since the dataset is balanced, accuracy can be considered as the evaluation metric for our binary classifier model. At the same time loss decreased to a minimum of 0.01. To rule out the doubt of overfitting in our model, the F1 score of the model was also evaluated. The achieved F1 score was 0.98 which shows a good trade-off between precision and recall. The high accuracy and f1 score can be attributed to the use of a balanced dataset with high quality images, as well as the use of the pre-trained neural network Inception v3.
B. Future Scope:
The future scope or work of our project is to use our secure crack detection model in real time using IoT (Internet of Things) [4][3]. The model may be integrated to a moving IoT camera which has the ability to capture tunnel surface images as it moves along the tunnel, and then the camera can send the captured images real time to our web application which will encrypt it and save it in cloud. The saved image can be decrypted and input to the crack detection model inside the cloud platform. The crack in the image can thus be found real time for future analysis and for repairs.

V. CONCLUSION
Cracks impact the structural strength of any concrete structure like buildings or subway tunnels. It is necessary that these cracks be detected and repaired early and quickly so that the structures’ strength does not deteriorate. The secure tunnel crack detection model using machine learning that we developed is able to find the cracks on the tunnel concrete surface images and achieve high accuracy for it. For enhanced security, we perform homomorphic encryption over the input image to make the data in transit secure. The presence of crack in the input image is detected using the crack detection model. Transfer learning technology with Inception v3 which is a pre trained neural network was used for this purpose. This network was selected so as to reduce the cost of training a new deep learning model and also to achieve high accuracy.
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