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Abstract— Driver fatigue and drowsiness are some of the prime 

reasons for road accidents around the globe. Anyone can become 

a victim of drowsiness while driving after tiring physical 

conditions, short periods of sleep, or during long journeys. 

Drowsiness or inactivity causes effects driving in these couple of 

major areas. It increases reaction time, loss of coordination which 

makes drivers respond late which may result in an occurrence of 

accidents, several injuries, may loss of people. Every year more 

than 1,000,000 police-reported crashes involve drowsy driving. 

The occurrence of road accidents has been increasing, with the rise 

in population. Due to this, various studies were done in designing 

systems that can examine inactivity and drowsiness or driver 

fatigue and alert him/her beforehand thus preventing them from 

falling asleep and causing an accident. Our proposed method is to 

develop a deep learning algorithm using Convolutional Neural 

Networks, Computer Vision to detect drowsiness of drivers. The 

trained model predicts the driver’s condition and alerts him/her 

thus preventing them from falling asleep and pushing them to 

focus on driving. 
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I.  INTRODUCTION 

 
Accidents caused due to drowsy driving are a major 

problem in many countries. Interaction between driver and 
vehicle such as supporting each other and monitoring is one of 
the important solutions for keeping ourselves safe in the 
vehicles. Several studies have been done to detect the 
drowsiness and fatigue of drivers considering various 
parameters. Some approaches implemented psychological 
Measures to monitor the drivers’ fatigue status by recording 
psychological signals using either 
electroencephalogram(EEG), electromyography(EMG), or 
electrocardiography(ECG). However, such techniques are 
obtrusive or intruding since sensors are required to be placed on 
the drivers’ bodies to collect the data. This may make the driver 
feel uncomfortable and also divert his/her attention from 
driving. Considering the above issues and with the 
advancement of Computer vision technologies, we have 
proposed a method to create an algorithm that detects 
drowsiness quickly and can alert the driver. We trained a neural 
network using CNNs and applying Transfer Learning to our 
model. Live images of drivers are captured and fed to the model 
that predicts the state of the driver and alerts him/her based on 
the conditions of the drivers.  

II. IMPLEMENTATION 

 
As proposed earlier, this recognition method uses eye-

tracking and image processing. A robust eye detection 
algorithm is introduced to address the problems caused by 
changes in illumination and driver posture. The technologies we 
have used are Python, TensorFlow, Keras OpenCV. 

A. Python 

Python is our major programming language. It is used for 
creating our Neural Network model. It provides various tools 
and libraries that help in consistently creating our model.  

B. TensorFlow 

TensorFlow is one of the open-source libraries for machine 
learning and deep learning. Tensorflow is written on top of 
many programming languages. The one we used is built on top 
of Python. Tensorflow library provides simple and convenient 
pre-trained Neural Network models. 

C. Keras 

 Keras is another open-source machine learning library that 
provides additional support to TensorFlow in our application. It 
provides a python interface and also supports multiple 
backends. 

D. OpenCV 

 OpenCV is another library of several programming 
functions that aims at real-time computer vision. We used this 
library to process images in real-time and access a camera and 
display the outcome to the person. 

 

III. WORKING MODEL 

 

A.  Dataset Collection and Preprocessing 

 We could not find the perfect dataset, but we collected data 
from the MRL Eye Dataset and modified it as per our 
requirements. The dataset consists of gray images. We 
converted the dataset to a fixed size each of (224, 224). The 
dataset collected is huge, and can be difficult to train, so we 
shrunk the data to 2600. Having them resized, we then 
separated the data for open eyes and closed eyes. Data is then 
shuffled so that the integrity remains the same throughout the 
dataset. Then the data is preprocessed and normalized. 
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        Workflow 

B. Building Deep Learning Model - Transfer Learning 

 The model we created is a customized deep learning model. 
We have used Mobilenet which is a pre-trained model for 1000 
classes. It consists of Convolutional Neural Networks, applied 
batch normalization, ReLU activation function. Since we 
require only two classes i.e open, close. We replaced the 
connected layer of Mobilenet with our layer consisting of two 
classes. The change in the parameters after replacing them with 
the new layer is huge. 

 

C. Training the Model 

 The model thus created is fed with the preprocessed data. 
We have used Google Colaboratory as our platform to train and 
fit the model. Colab provided us with a GPU which made the 
training a bit easier. Below are the details of our model. 

 

 

 

D. Application 

 The application starts here using the OpenCV library, it 
starts capturing the video of the person sitting in front of the 
camera and captures the image of him/her. Having been 
captured, it then identifies and detects the face and eye positions 
using the Haar Cascade Classifier. The detected eyes are then 
fed to the trained model which predicts the state of the person 
(Active or Drowsy-inactive). 

 

E. Buzzer and Alert 

The outcome from the prediction is then used to start the 
buzzer and alert. It is done and achieved using Python module 
beepy or winsound that provides a feature to beep. If the person 
is found inactive or drowsy for a continuous duration or for a 

fixed range of time, the buzzer starts beeping and alerts the user. 
That makes the person focus on driving thus preventing the 
action of an accident. 

 

IV. VISUALISING PERFORMANCE OF THE 

MODEL 

 

Our model has reached an accuracy of 99.45% with a loss of 

0.55%. 

 

A. Accuracy (Train vs Validation) 

 

 
 

 

 

B. Loss (Train vs Validation) 

 

 
      

 

 

 

V. RESULT 
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VI. CONCLUSION 
 

The predominant motive of this research is to provide a 

Drowsiness Detection System and detect Driver Fatigue and a 

method to detect driver’s drowsiness in real-time. The current 

approaches have used psychological measurements but these 

are intruding and they depend on the physical characteristics. 

We have proposed and developed an algorithm that is a non-

intrusive technique for determining driver’s fatigue and alerts 

the person.  
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