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I. INTRODUCTION 

 
Breast cancer is the second leading cause of death among women worldwide. In 2019, 268,600 new cases of invasive 

breast cancer were expected to be diagnosed in women in the U.S., along with 62,930 new cases of non-invasive breast 

cancer. Early detection is the best way to increase the chance of treatment and survivability. Data mining has become a 

popular tool for knowledge discovery which shows good results in marketing, social science, finance and medicine. 

Recently, multiple classifiers algorithms are applied on medical datasets to perform predictive analysis about patients 

and their medical diagnosis. For example, using machine learning techniques to assess tumour behaviour for breast 

cancer patients. One problem is that there is a class imbalance in the training data, since the probability of not having 

this disease is higher than the one of having it.  

This paper introduces a comparison between six different classifiers: NB, SVM, KNN, LR, RF and DT with respect to 

accuracy in detection of breast cancer.  

Breast cancer is the most found disease in the women, worldwide, where abnormal growth of a mass of tissue, cause 

the expansion of malignant cells leads to acute breast cancer. These malignant cells are originally created from milk 

glands of the breast. These malignant cells which are the main reason for breast cancer can be classified into different 

groups according to their unusual progress and capability affecting other normal cells. The capability of affecting 

means whether these malignant cells affect only the local cells or can spread throughout the full body. The effect of 

spreading these malignant cells throughout the whole body of the patient is called as metastasis.  

It is very important to prevent this spreading effect by a diagnosis of cancer in the early stages using advanced 

techniques and equipment. In recent decades, there are many efforts to employ artificial intelligence and other related 

methods to assist in the detection of cancer in earlier stages.  

Abstract—Breast cancer (BC) is one of the most common cancers among women worldwide, representing the majority 

of new cancer cases and cancer-related deaths according to global statistics, making it a significant public health 

problem in today’s society. The early diagnosis of BC can improve the prognosis and chance of survival significantly, as 

it can promote timely clinical treatment to patients. Further accurate classification of benign tumours can prevent 

patients undergoing unnecessary treatments. Thus, the correct diagnosis of BC and classification of patients into 

malignant or benign groups is the subject of much research. Because of its unique advantages in critical features 

detection from complex BC datasets, machine learning (ML) is widely recognized as the methodology of choice in BC 

pattern classification and forecast modelling. Classification and data mining methods are an effective way to classify 

data. Especially in medical field, where those methods are widely used in diagnosis and analysis to make decisions.  

 

Index Terms—Breast Cancer; Breast Cancer Detection; Medical Inputs; Machine Learning.  
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Early detection of cancer boosts the increase of survival chance to 98%.  

 

II. MACHINE LEARNING METHODS 

 

Machine Learning is a process that machines (computers) are trained with data to make the decision for similar cases. 

ML is employed in various applications, such as object recognition, network, security, and healthcare. There are two 

ML types i.e. single and hybrid methods like ANN, SVM, Gaussian Mixture Model (GMM), K-Nearest Neighbor 

(KNN), Linear Regressive Classification (LRC), Weighted Hierarchical Adaptive Voting Ensemble (WHAVE), etc.  

Before beginning with a detailed analysis of what machine learning methods work best for which kinds of situations, it 

is important to have a good understanding of what machine learning is – and what it isn’t. Machine learning is a branch 

of artificial intelligence research that employs a variety of statistical, probabilistic and optimization tools to “learn” 

from past examples and to then use that prior training to classify new data, identify new patterns or predict novel trends 

(Mitchell 1997). Machine learning, like statistics, is used to analyze and interpret data. Unlike statistics, though, 

machine learning methods can employ Boolean logic (AND, OR, NOT), absolute conditionality (IF, THEN, ELSE), 

conditional probabilities (the probability of X given Y) and unconventional optimization strategies to model data or 

classify patterns. These latter methods actually resemble the approaches humans typically use to learn and classify. 

Machine learning still draws heavily from statistics and probability, but it is fundamentally more powerful because it 

allows inferences or decisions to be made that could not otherwise be made using conventional statistical 

methodologies (Mitchell 1997; Duda et al. 2001). For instance, many statistical methods are based on multivariate 

regression or correlation analysis. While generally very powerful, these approaches assume that the variables are 

independent and that data can be modeled using linear combinations of these variables. When the relationships are 

nonlinear and the variables are interdependent (or conditionally dependent) conventional statistics usually flounders. It 

is in these situations where machine learning tends to shine. Many biological systems are fundamentally nonlinear and 

their parameters conditionally dependent. Many simple physical systems are linear and their parameters are essentially 

independent. 

Success in machine learning is not always guaranteed. As with any method, a good understanding of the problem and 

an appreciation of the limitations of the data is important. So too is an understanding of the assumptions and limitations 

of the algorithms being applied. If a machine learning experiment is properly designed, the learners correctly 

implemented and the results robustly validated, then one usually has a good chance at success. Obviously if the data is 

of poor quality, the result will be of poor quality (garbage in = garbage out). Likewise if there are more variables than 

events to predict then it is also possible to create a series of redundant learners. This is a set of learning algorithms that 

seems to perform at the same (low) level regardless of the choice of input data. The problem of too many variables and 

too few examples is called the “curse of dimensionality” (Bellman 1961). This curse is not restricted to machine 

learning. It also affects many statistical methods as well. The only solution is to reduce the number of variables 

(features) or increase the number of training examples. As a general rule, the sample-per-feature ratio should always 

exceed 5:1 (Somorjai et al. 2003). Not only is the size of the training set important, so too is the variety of the training 

set. Training examples should be selected to span a representative portion of the data the learner expects to encounter. 

Training too many times on too few examples with too little variety leads to the phenomenon of over-training or 

simply training on noise (Rodvold et al. 2001). An over-trained learner, just like an overtired student, will generally 

perform poorly when it tries to process or classify novel data. 

Sometimes conventional statistics proves to be more powerful or more accurate than machine learning. In these 

casesthe user's initial determinations about the interdependence and nonlinearity of the data would have been wrong. 

This is not necessarily a weakness to machine learning, it is just a matter of choosing the right tool for the right job. 

Likewise, not all machine learning methods are created equal. Some are better for certain kinds of problems while 

others are better for other kinds of problems. For instance some machine learning algorithms scale nicely to the size of 

the biological domains, others do not. Likewise some methods may have assumptions or data requirements that render 

them inapplicable to the problem at hand. Knowing which method is best for a given problem is not inherently 

obvious.  

This is why it is critically important to try more than one machine learning method on any given training set. Another 

common misunderstanding about machine learning is that the patterns a machine learning tool finds or the trends it 

detects are non-obvious or not intrinsically detectable. On the contrary, many patterns or trends could be detected by a 

human expert – if they looked hard enough at the data. Machine learning simply saves on the time and effort needed to 

discover the pattern or to develop the classification scheme. Recall that with any interesting discovery, it is frequently 

obvious to the casual observer – particularly after the discovery has been made. 

There are three general types of machine learning algorithms: 1) supervised learning; 2) unsupervised learning and 3) 

reinforcement learning. They are essentially classified on the basis of desired outcome of the algorithm (Mitchell, 

1997; Duda et al. 2001). In supervised learning algorithms a “prescient provider” or teacher gives the learning 

algorithm a labeled set of training data or examples. These labeled examples are the training set that the program tries 

to learn about or to learn how to map the input data to the desired output. For instance a labeled training set might be a 
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set of corrupted images of the number “8” (Figure 1). Since all the images are labeled as being the number “8” and the 

desired output is the uncorrupted “8”, the learner is able to train under the supervision of a teacher telling it what it is 

supposed to find. This is the process by which most school children learn. In unsupervised learning, a set of examples 

are given, but no labels are provided. Instead it is up to the learner to find the pattern or discover the groups. This is 

somewhat analogous to the process by which most graduate students learn. Unsupervised learning algorithms include 

such methods as self-organizing feature maps (SOMs), hierarchical clustering and K-means clustering algorithms. 

These approaches create clusters from raw, unlabeled or unclassified data. These clusters can be used later to develop 

classification schemes or classifiers. 

 

 
 

 

Following are the used ML algorithms:  

 
2.1.  NAÏVE BAYES (NB) CLASSIFIER  

 

Bayes refers to a probabilistic classifier that applies Bayes’ theorem with robust independence assumptions. In this 

model, all properties are considered separately to detect any existing relationship between them. It assumes that 

predictive attributes are conditionally independent given a class. Moreover, the values of the numeric attributes are 

distributed within each class. NB is fast and performs well even with a small dataset. However, it is difficult to find 

independent properties in real life have deployed NB classifier for breast cancer detection and it gave the maximum 

accuracy with only five dominant.  

 

2.2.  DECISION TREES (DT) 

 

DT is a data mining technique used for early detection of breast cancer. It is a model that presents classifications or 

regressions as a tree. In this model, the data set is broken to small sub-data, then to smaller ones. As a result, the tree is 

developed and at the last level, the result is revealed. In a tree structure, the leaves characterize the class labels whereby 

the branches characterize conjunctions of feature leading to the class labels. Hence, DT is not sensitive to noise.  

 

2.3.  K-NEAREST NEIGHBOURS (KNN) 

 

KNN is a supervised learning method which is used for diagnosing and classifying cancer. In this method, the 

computer is trained in a specific field and new data is given to it. Additionally, similar data is used by the machine for 

detecting (K) hence, the machine starts finding KNN for the unknown data. It is recommended to choose a large 

dataset for training also K value must be an odd number.  

 

2.4.  SUPPORT VECTOR MACHINES (SVM) 

 

SVM is a supervised pattern classification model which is used as a training algorithm for learning classification and 

regression rule from gathered data. The purpose of this method is to separate data until a hyperplane with high 

minimum distance is found. SVM is used to classify two or more data types. SVM include single or hybrid models 

such as Standard SVM (St-SVM), Proximal Support Vector Machine (PSVM), Newton Support Vector Machine 

(NSVM), Lagrangian Support Vector Machines (LSVM), Linear Programming Support Vector Machines (LPSVM) 

and Smooth Support Vector Machine (SSVM).  

 

Figure 1. 

An example of how a machine learner is 

trained to recognize images using training 

set (a corrupted image of the number “8”) 

which is labelled or identified as the 

number “8”. 
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2.5.  RANDOM FOREST (RF) CLASSIFIER 

 

Random forests or random decision forests are an ensemble learning for classification, regression and other tasks that 

operate by constructing a multitude of decision trees at training time and outputting the class that is the mode of the 

classes (classification) or mean/average prediction (regression) of the individual trees. Random decision forests correct 

for decision trees' habit of over fitting to their training set. Random forests generally outperform decision trees, but 

their accuracy is lower than gradient boosted trees. However, data characteristics can affect their performance. Random 

forests are frequently used as "blackbox" models in businesses, as they generate reasonable predictions across a wide 

range of data while requiring little configuration in packages such as scikit-learn.  

 

2.6.  LOGISTIC REGRESSION (LR) CLASSIFIER 

 

Logistic regression is a statistical model that in its basic form uses a logistic function to model a binary dependent 

variable, although many more complex extensions exist. Mathematically, a binary logistic model has a dependent 

variable with two possible values, such as pass/fail which is represented by an indicator variable, where the two values 

are labelled "0" and "1". In the logistic model, the log-odds (the logarithm of the odds) for the value labelled "1" is a 

linear combination of one or more independent variables ("predictors"); the independent variables can each be a binary 

variable (two classes, coded by an indicator variable) or a continuous variable (any real value). The corresponding 

probability of the value labelled "1" can vary between 0 (certainly the value "0") and 1 (certainly the value "1"), hence 

the labelling; the function that converts log-odds to probability is the logistic function, hence the name. The unit of 

measurement for the log-odds scale is called a logit, from logistic unit, hence the alternative names.  

 

III. PREVIOUS RELATED WORKS 

3.1.  Case Study 1 – Cancer Risk or Susceptibility Prediction 

Of the 79 papers surveyed in this review, relatively few papers (just 3) employed machine learning to predict cancer 

risk susceptibility. One of the more interesting papers (Listgarten et al. 2004), used single nucleotide polymorphism 

(SNP) profiles of steroid metabolizing enzymes (CYP450s) to develop a method to retrospectively predict the 

occurrence of “spontaneous” breast cancer. Spontaneous or non-familial breast cancer accounts for about 90% of all 

breast cancers (Dumitrescu and Cotarla 2005). The hypothesis in this study was that certain combinations of steroid-

metabolism gene SNPs would lead to the increased accumulation of environmental toxins or hormones in breast tissue 

leading to a higher risk for breast cancer. The authors collected SNP data (98 SNPs from 45 different cancer-associated 

genes) for 63 patients with breast cancer and 74 patients without breast cancer (control). Key to the success of this 

study was the fact that the authors employed several methods to reduce the sample-per-feature ratio and investigated 

multiple machine learning methods to find an optimal classifier. Specifically, from a starting set of 98 SNPs the 

authors quickly reduced this set to just 2–3 SNPs that seemed maximally informative. This reduced the sample-per-

feature ratio to a respectable 45:1 (for 3 SNPs) and 68:1 (for 2 SNPs) instead of close to 3:2 (had all 98 SNPs been 

used). This allowed the study to avoid falling victim to the “curse of dimensionality” (Bellman 1961; Somorjai etal. 

2003). Once the sample size was reduced, several machine learning techniques were employed including a naïve Bayes 

model, several decision tree models and a sophisticated support vector machine (SVM). The SVM and naïve Bayes 

classifiers attained the highest accuracy using only a set of 3 SNPs and the decision tree classifier attained the highest 

accuracy using a set of 2 SNPs. The SVM classifier performed the best with an accuracy of 69%, while the naïve 

Bayes and decision tree classifiers achieved accuracies of 67% and 68%, respectively. These results are approximately 

23–25% better than chance. Another notable feature to this study was the extensive level of cross validation and 

confirmation performed. The predictive power of each model was validated in at least three ways. Firstly, the training 

of the models were assessed and monitored with 20-fold cross-validation. A bootstrap resampling method was 

employed by performing the cross-validation 5 times and averaging the results so as to minimize the stochastic element 

involved with partitioning of the samples. Secondly, to minimize the bias in feature selection (i.e. selecting the most 

informative subset of SNPs), the selection process was performed within each fold for a total of 100 times (5 times for 

each of the 20 folds). Finally, the results were compared against a random permutation test which at best, had a 

predictive accuracy of 50%. While the authors attempted to minimize the stochastic element involved with partitioning 

of the samples, a better method may have been to use leave-one-out cross-validation which would have removed this 

stochastic element completely. That being said, the multiple cross-validations resulted in a standard deviation that was 

not more than 4% for any of the reported accuracies and since all the methods performed close to 25% better than 

chance, this standard deviation is deemed negligible. While no external validation set was reported in this study, we 
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have recently learned that the results described in this paper have been duplicated with a similar follow-on study of 

another 200 individuals (S. Damaraju, personal communication). Overall, this study nicely illustrates how the proper 

design, careful implementation, appropriate data selection and thorough validation of multiple machine learners can 

produce a robust and accurate cancer-risk prediction tool. It also highlights how machine learning can reveal important 

insights into the biology and polygenic risk factors associated with spontaneous or non-familial breast cancer. 

3.2. Case Study 2: Prediction of Cancer Survivability 

Nearly half of all machine learning studies on cancer prediction were focused on predicting patient survivability (either 

1 year or 5 year survival rates). One paper of particular interest (Futschik et al. 2003) used a hybrid machine learning 

approach to predict outcomes for patients with diffuse large B-cell lymphoma (DLBCL). Specifically, both clinical and 

genomic (microarray) data were combined to create a single classifier to predict survival of DLBCL patients. This 

approach differs somewhat from the study of Listgarten et al. (2004) which only employed genomic (SNP) data in its 

classifier schema. Futschik et al. hypothesized, correctly, that clinical information could enrich microarray data such 

that a combined predictor would perform better than a classifier based on either microarray data alone or clinical data 

alone. In assembling the test and training samples, the authors collected microarray expression data and clinical 

information for 56 DLBCL patients. The clinical information was obtained from the International Prediction Index 

(IPI) which consists of a set of risk factors, that when properly assessed, allows patients to be separated into groups 

ranging from low-risk to high-risk. The data from the patient’s IPI classifications was then used to create a simple 

Bayesian classifier. This classifier achieved an accuracy of 73.2% in predicting the mortality of DLBCL patients. 

Separately from the Bayesian classifier, several different types of “evolving fuzzy neural network” (EFuNN) classifiers 

were also developed to handle the genomic data. The best EFuNN classifier used a subset of 17 genes from the 

microarray data. This optimal EFuNN had an accuracy of 78.5%. The EFuNN classifier and the Bayesian classifier 

were then combined into a hierarchical modular system to generate a consensus prediction. This hybrid classifier 

attained an accuracy of 87.5%, a clear improvement over the performance of either classifier alone. This was also 10% 

better than the best performing machine learning classifier (77.6% by SVMs). 

The EFuNN classifier was validated using a leave-one-out cross-validation strategy. This was likely due to the small 

sample size. As with Case Study #1, no external validation set was available to test the generality of the model. With 

only 56 patients (samples) being classified via 17 gene features, the sample per feature ratio (SFR) is just over 3. As a 

rule, an SFR of less than 5 does not necessarily guarantee a robust classifier (Somorjai et al. 2003). However, it is quite 

evident that the authors were aware of this issue and went to considerable lengths to justify their approach by 

explaining, in detail, the inner workings of their classifier. This included a description of how the Bayesian classifier 

was built, how the EFuNN works, and how the two classifiers work together to give a single prediction. In addition, the 

authors also investigated, and subsequently confirmed, the independence of the microarray data from the clinical data. 

This attention to detail is particularly exemplary for a machine learning investigation of this kind. This study nicely 

demonstrates how the power of using both clinical and genomic data in cancer prognosis can substantially enhance 

prediction accuracy. 

 

 

 

 

Figure 2. 

A histogram showing the frequency with 

which different types of machine learning 

methods are used to predict different types 

of cancer. Breast and prostate cancer 

dominate, however a good range of cancers 

from different organs or tissues also appear 

to be compatible with machine learning 

prognoses. The “other” cancers include 

brain, cervical, esophageal, leukemia, head, 

neck, ocular, osteosarcoma, pleural 

mesothelioma, thoracic, thyroid, and 

trophoblastic (uterine) malignancies. 
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IV. CONCLUSION 

In this review we have attempted to explain, compare and assess the performance of different machine learning that are 

being applied to cancer prediction and prognosis. Specifically we identified a number of trends with respect to the 

types of machine learning methods being used, the types of training data being integrated, the kinds of endpoint 

predictions being made, the types of cancers being studied and the overall performance of these methods in predicting 

cancer susceptibility or outcomes. While ANNs still predominate it is evident that a growing variety of alternate 

machine learning strategies are being used and that they are being applied to many types of cancers to predict at least 

three different kinds of outcomes. It is also clear that machine learning methods generally improve the performance or 

predictive accuracy of most prognoses, especially when compared to conventional statistical or expert-based systems. 

While most studies are generally well constructed and reasonably well validated, certainly greater attention to 

experimental design and implementation appears to be warranted, especially with respect to the quantity and quality of 

biological data. Improvements in experimental design along with improved biological validation would no doubt 

enhance the overall quality, generality and reproducibility of many machine-based classifiers. Overall, we believe that 

if the quality of studies continues to improve, it is likely that the use of machine learning classifier will become much 

more commonplace in many clinical and hospital settings. 
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