HEART DISEASE IDENTIFICATION METHOD BY USING MACHINE LEARNING CLASSIFICATION
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ABSTRACT: Heart disease is one of the complex diseases and globally many people suffer from this disease. On time and efficient identification of heart disease plays a key role in healthcare, particularly in the field of cardiology. In this article, we proposed an efficient and accurate system to diagnose heart disease and the system is based on machine learning techniques. The system is developed based on classification algorithms includes Support vector machine, Logistic regression, Artificial neural network, K-nearest neighbour, Naïve bays, and Decision tree while standard features selection algorithms have been used such as Relief, Minimal redundancy maximal relevance, Least absolute shrinkage selection operator and Local learning for removing irrelevant and redundant features. We also proposed a novel fast conditional mutual information feature selection algorithm to solve the feature selection problem. The features selection algorithms are used for features selection to increase the classification accuracy and reduce the execution time of classification system. In this Classification the accuracy obtained by comparing the algorithms KNN, SVM, ANN is 74.19 percent.
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I. INTRODUCTION

Heart disease (HD) is the critical health issue and numerous people have been suffered by this disease around the world. The HD occurs with common symptoms of breath shortness, physical body weakness and, feet are swollen. Researchers try to come across an efficient technique for the detection of heart disease, as the current diagnosis techniques of heart disease are not much effective in early time identification due to several reasons, such as accuracy and execution time. The diagnosis and treatment of heart disease is extremely difficult when modern technology and medical experts are not available. The effective diagnosis The associate editor coordinating the review of this manuscript and approving it for publication was Navanietha Krishnaraj Krishnaraj Rathinam. and proper treatment can save the lives of many people [5]. According to the European Society of Cardiology, 26 million approximately people of HD were diagnosed and diagnosed 3.6 million annually [6]. Most of the people in the United States are suffering from heart disease [7]. Diagnosis of HD is traditionally done by the analysis of the medical history of the patient, physical examination report and analysis of concerned symptoms by a physician. But the results obtained from this diagnosis method are not accurate in identifying the patient of HD. Moreover, it is expensive and computationally difficult to analyse.
Thus, to develop a non-invasive diagnosis system based on classifiers of machine learning (ML) to resolve these issues. Expert decision system based on machine learning classifiers and the application of artificial fuzzy logic is effectively diagnosis the HD as a 107562. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/. VOLUME 8, 2020 J. P. Li et al.: HD Identification Method Using ML.

Classification in E-Healthcare result, the ratio of death decreases [9] and [10]. The Cleveland heart disease data set was used by various researchers [11] and [12] for the identification problem of HD. The machine learning predictive models need proper data for training and testing. The performance of machine learning model can be increased if balanced dataset is use for training and testing of the model. Furthermore, the model predictive capabilities can improved by using proper and related features from the data. Therefore, data balancing and feature selection is significantly important for model performance improvement. In literature various diagnosis techniques have been proposed by various researchers, however these techniques are not effectively diagnosis HD. In order to improve the predictive capability of machine learning model data pre-processing is important for data standardization. Various Pre-processing techniques such removal of missing feature value instances from the dataset, Standard Scalar (SS), Min-Max Scalar etc. The feature extraction and selection techniques are also improve model performance. Various feature selection techniques are mostly used for important feature selection such as, Least-absolute-shrinkage-selection-operator (LASSO), Relief, Minimal-Redundancy-Maximal-Relevance (MRMR), Local-learning-based-features-selection (LLBFS), Principle component Analysis (PCA), Greedy Algorithm (GA), and optimization methods, such as Anty Conley Optimization (ACO), fruit fly optimization (FFO), Bacterial Foraging Optimization (BFO) etc. Similarly Yun et al. [13] presented different techniques for different type of feature selection, such as feature selection for high-dimensional small sample size data, large-scale data, and secure feature selection. They also discussed some important topics for feature selection have emerged, such as stable feature selection, multi-view feature selection, distributed feature selection, multi-label feature selection, online feature selection, and adversarial feature selection. Jundong et al. [14] discussed the challenges of feature selection (FS) for big data. It is necessary to decrease the dimensionality of data for various learning tasks due to the curse of dimensionality. Feature selection has great influence in numerous applications such as building simpler, increasing learning performance, creating clean and understandable data. The feature selection from big data is challenging job and create big problems because big data has many dimensions. Further, challenges of feature selection for structured, heterogeneous and streaming data as well as its scalability and stability issues. For big data analytics challenges of feature selection is very important to resolved.

II. LITERATURE SURVEY

In literature various machine learning based diagnosis techniques have been proposed by researchers to diagnosis HD. This research study present some existing machine learning based diagnosis techniques in order to explain the important of the proposed work. Detrano et al. [11] developed HD classification system by using machine learning classification techniques and the performance of the system was 77% in terms of accuracy. Cleveland dataset was utilized with the method of global evolutionary and with features selection method. In another study Gudadhe et al. [17] developed a diagnosis system using multi-layer Perceptron and support vector machine (SVM) algorithms for HD classification and achieved accuracy 80.41%. Humar et al. designed HD classification system by utilizing a neural network with the integration of Fuzzy logic. The classification system achieved 87.4% accuracy. Resul et al. developed an ANN ensemble based diagnosis system for HD along with statistical measuring system enterprise miner (5.2) and obtained the accuracy of 89.01%, sensitivity 80.09%, and specificity 95.91%. Akil et al. designed a ML based HD diagnosis system. ANN-DBP algorithm along with FS algorithm and performance was good. Palaniappan et al. proposed an expert medical diagnosis system for HD identification. In development of the system the predictive model of machine learning, such as navies bays (NB), Decision Tree (DT), and Artificial Neural Network were used. The 86.12% accuracy was achieved by NB, ANN accuracy 88.12% and DT classifier achieved 80.4% accuracy. Olaniyi et al. developed a three-phase technique based on the artificial neural network technique for HD prediction in angina and achieved 88.89% accuracy. Samuel et al. developed an integrated medical decision support system based on artificial neural network and Fuzzy AHP for diagnosis of HD. The performance of the proposed method in terms of accuracy was 91.10%. Liu et al. proposed a HD classification system using relief and rough set techniques.
The proposed method achieved 92.32% classification accuracy. In [15] proposed a HD identification method using feature selection and classification algorithms. Sequential Backward Selection Algorithm (SBS FS) for Features Selection. The classifier K-Nearest Neighbour (K-NN) performance has been checked on full and on selected features set. The proposed method obtained high accuracy. In another study MOHAN et al. designed a HD prediction method by using hybrid machine learning techniques. He also proposed a new method for significant feature selection from the data for effective training and testing of machine learning classifier.

They have been recorded 88.07% classification accuracy. Geweid et al. designed HD identification techniques by using improved SVM based duality optimization technique. In the above literature the proposed HD diagnosis methods limitation and advantages have been summarized in for better understanding the important of our proposed approach. All these existing techniques used numerous methods to identify the HD at early stages. However, all these techniques have lack of prediction accuracy and high computation time for prediction of HD. According to the prediction accuracy of HD detection method need further improvement for efficient and accurate detection at early stages for better treatment and recovery. Thus, the major issues in these previous approaches are low accuracy and high computation time and these might be due the use of irrelevant features in dataset. In order to tackle these problems new methods are needed to detect HD correctly. The improvement in prediction accuracy is a big challenge and research gap.

More than 5.8 million adults in the USA are living with HF. This syndrome affects more men than women, and its prevalence greatly increases with advancing age.

Studies estimate the overall prevalence of HF in the population to be about 2–3%. From self-reported data obtained by the National Health and Nutrition Examination Survey, the prevalence in the USA was 2.6% in 2006. Studies with validated diagnoses of HF include cohort studies, such as the Rochester Epidemiologic Project in Olmsted County, MN, where the prevalence of HF was found to be 2.2%.

Here, prevalence increased with age, reaching 8.4% in those aged ≥75 years compared with 0.7% in those 45 to 54 years of age. The Rotterdam cohort showed similar trends, with a HF prevalence of 1% in those aged 55 to 64 years, compared with over 10% in those aged ≥85 years.

The worldwide prevalence of HF seems to have been increasing over the past decades. This trajectory may reflect growing awareness and diagnosis of HF, an aging population, increasing incidence of HF, improvement in the treatment and management of cardiovascular disease, or a combination of some or all of these potential explanations. Curtis and colleagues concluded from a cohort study of more than 600,000 US Medicare beneficiaries that the prevalence of HF increased from 90 to 121 per 1,000 between 1994 and 2003, although the rate of increase has slowed in the past few years, possibly reflecting stabilized incidence and mortality. By contrast, prevalence as measured by HF admission rates declined in Canada between 1994 and 2004; this difference may in part have resulted from higher admission thresholds in Canada during this time period, owing to limited hospital bed availability.

**III. PROPOSED SYSTEM**

The system has been designed for the identification of heart disease. The performances of various machine learning classifiers for HD identification have been checked on selected features. We proposed a machine learning based diagnosis method for the identification of HD in this research work. Machine learning predictive models include ANN, K-NN and SVM are used for the identification of HD. One of the standard state of the art features selection algorithms, such as Relief, mRMR, LASSO and Local-learning-based-features-selection (LLBFS) have been used to select the features. We also proposed fast conditional mutual information (FCMIM) features selection algorithm for features.
selection. Leave-one-subject-out cross-validation (LOSO) technique has been applied to select the best hyper-parameters for best model selection. Apart from this, different performance assessment metrics have been used for classifiers performances evaluation. The proposed method has been tested on Cleveland HD dataset. Furthermore, the performance of the proposed technique has been compared with state of the art existing methods in the literature, such as Three phase ANN (Artificial neural Network) diagnosis system, Neural network ensembles (NNE).

A. Data Set
Cleveland Heart Disease [16] dataset is considered for testing purpose in this study. During the designing of this data set there were 303 instances and 75 attributes, however all published experiments refer to using a subset of 14 of them. In this work, we performed pre-processing on the data set and 6 samples have been eliminated due to missing values. The remaining samples of 297 and 13 features dataset is left and with 1 output label. The output label has two classes to describe the absence of HD and the presence of HD.

Hence features matrix 297*13 of the extracted features are formed. The dataset matrix information is given in Table 1.

B. Pre-processing of the Data set
The pre-processing of the dataset required for good representation. Techniques of pre-processing such as removing attribute missing values, Standard Scalar (SS), Min-Max Scalar have been applied to the dataset.

C. Standard state of art features selection algorithms:
After data pre-processing, the selection of features is required for the process. In general, FS is a significant step in constructing a classification model. It works by reducing the number of input features in a classifier, to have good predictive and short computationally complex models. We have used the LOSO FS algorithm in this study.

fig.2 : Proposed system architecture

Description: Firstly we need to upload the dataset in the database then we need to import the dataset. Now the data will be preprocessed and a feature selection algorithm LOSO is applied to train and test the dataset. After training and testing the dataset we obtain the shape of both trained and tested data. We need to apply KNN, SVM, ANN algorithms to the trained and tested data, now we obtain the accuracy of the three algorithms and the algorithm with best accuracy is used for Prediction.

V. IMPLEMENTATION
IMPLEMENTATION STEPS:
- Gathering the dataset from database
- Pre-processing the dataset and analysis dataset
- Splitting the datasets into training and testing in the ration 80% SVM, ANN, KNN, models to analysis the data
- Obtain the accuracy in prediction

Attributes :-
Age, gender, chest pain(CPT), blood pressure, tobacco, adiposity, chd, family history, sbp, alcohol

LEAVE-ONE-SUBJECT-OUT (LOSO) CROSS VALIDATION TECHNIQUE:
In this LOSO validation strategy, one sample is separated as test data and remaining subjects to train the model. The test subject is predicted as HD otherwise, the subject is classified as healthy.

Attributes :
Age, gender, chest pain(CPT), blood pressure, tobacco, adiposity, chd, family history, sbp, alcohol

After preprocessing the data we need to train and test the models, we get shape of trained and tested data in this step and it is also represented in form of graph Train and Test Data:

PreProcessing the data:

After comparing the algorithms, the best algorithm with high accuracy is given as output. In this Project we obtained SVM as the best one which shows high accuracy compared to KNN and ANN.

VI. CONCLUSION AND FUTURE SCOPE
In this study, an efficient machine learning based diagnosis system has been developed for the diagnosis of heart disease. Machine learning classifiers include K-NN, ANN and SVM are used in the designing of the system. Four standard feature selection algorithms including Relief, MRMR, LASSO, LLBFS, and proposed a novel feature selection algorithm FCMIM used to solve feature selection problem. LOSO cross-validation method is used in the system for the best hyperparameters selection. The System is tested on
Cleveland heart disease dataset. Furthermore, performance evaluation metrics are used to check the performance of the identification system. According to the specificity of ANN classifier is best on Relief FS algorithm as compared to the specificity of MRMR, LASSO, LLBFS, and FCIMIM feature selection algorithms. Therefore for ANN with relief is the best predictive system for detection of healthy people. The sensitivity of classifier NB on selected features set by LASSO FS algorithm also gives the best result as compared to the sensitivity values of Relief FS algorithm with classifier SVM (linear). The classifier Logistic Regression MCC is 91% on selected features selected by FCIMIM FS algorithm. The processing time of Logistic Regression with Relief, LASSO, FCIMIM and LLBFS FS algorithm best as compared to MRMR FS algorithms, and others classifiers. Thus the experimental results show that the proposed features selection algorithm select features that are more effective and obtains high classification accuracy than the standard feature selection algorithms. According to feature selection algorithms, the most important and suitable features are Thallium Scan type chest pain and Exercise-induced Angina. All FS algorithms results show that the feature Fasting blood sugar (FBS) is not a suitable heart disease diagnosis. The accuracy of SVM with the proposed feature selection algorithm (FCMIM) is 92.37% which is very good as compared previously proposed methods. Further, the performance of machine learning based method FCIMIM SVM is high then Deep neural network for detection of HD. A little improvement in prediction accuracy have great influence in diagnosis of critical diseases. The novelty of the study is developing a diagnosis system for identification of heart disease. In this study, four standard feature selection algorithms along with one proposed feature selection algorithm is used for features selection. LOSO CV method and performance measuring metrics are used. The Cleveland heart disease dataset is used for testing purpose. As we think that developing a decision support system through machine learning algorithms it will be more suitable for the diagnosis of heart disease. Furthermore, we know that irrelevant features also degrade the performance of the diagnosis system and increased computation time. Thus another innovative touch of our study to used features selection algorithms to selects the appropriate features that improve the classification accuracy as well as reduce the processing time of the diagnosis system. In the future, we will use other features selection algorithms, optimization methods to further increase the performance of a predictive system for HD diagnosis. The controlling and treatment of disease is significance after diagnosis, therefore, i will work on treatment and recovery of diseases in future also for critical disease such as heart, breast, Parkinson, diabetes.
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