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ABSTRACT: 

Emotions are the purest form of our soul to express 

what we feel inside our hearts. The process of 

recognizing feelings developed in the computer field a 

long time ago. Several face recognition techniques 

have been discovered in the technological aspect. 

Surveys into automatic face detection has been 

conducted since the 1960s, but the problem remains 

largely unsolved. The past decade has made major 

advances in this field due to advances in facial 

analysis and modeling techniques. Despite the 

development of face detection and tracking systems, 

reliable face recognition remains a major challenge for 

researchers in the field of computer vision and pattern 

recognition. There are several reasons behind the 

recent increased interest in face recognition, including 

a growing public interest in security, the need for 

identity verification in the digital world, and face 

analysis and modeling techniques in managing 

multimedia and computer entertainment data. In this 

chapter we discussed the processing of face 

recognition, including key components such as face 

detection, tracking, alignment, and feature extraction, 

and points out the technical challenges of building a 

face recognition system. We focus on the importance 

of the most successful solutions available to date. In 

this paper, we discussed various traditional face 

recognition techniques that have developed 

approaches to manipulate them with different datasets 

to achieve accurate results. 

INTRODUCTION: 

Recent advances in automatic face analysis, pattern 

recognition, and machine learning have made it 

possible to develop automatic face recognition systems 

to address these applications. Facial recognition is a 

natural process, because people usually do so 

effortlessly without much awareness. On the other 

hand, implementing this process in the field of 

computer vision remains a difficult problem. 

Automatic face recognition has many variety of 

properties. It's based on the important feature - non-

interference. The different biometric methods can be 

classified into physiological (fingerprint, DNA, face) 

and behavioral (keystrokes, voice prints) categories. 

Physiological methods are more stable and immutable, 

except through severe injury. Behavior patterns are 

more sensitive to general human condition, such as 

stress, illness or fatigue.The brief analysis of the face 

detection techniques using effective statistical learning 

methods seems to be crucial as practical and robust 

solutions. 

Facial recognition has the positives of high resolution 

and low interference, so it has drawn the attention of 

researchers in various fields from psychology and 

image processing to computer vision. 

The next step, the system based on the anthropometric 

data set predicts the approximate location of key 

features such as eyes, nose, and mouth. 

http://www.ijcrt.org/


www.ijcrt.org                                                               © 2021 IJCRT | Volume 9, Issue 3 March 2021 | ISSN: 2320-2882 

IJCRT2103613 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 5221 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The entire process is repeated for predicting sub-

features and verified with clustering statistic to 

eliminate any misleading features. 

Anchor points are created as a result of the geometry of 

the face image and then the actual recognition process 

begins. It is implemented by finding a local 

representation of the facial appearance at each of the 

anchor points. Representation scheme depends on the 

approach. In order to deal with such complexities and 

learn the true constant of recognition, researchers have 

developed various discrimination algorithms. 

There are several limitations to the current face 

recognition technology (FERET). In [1,2] early 

standards for face recognition technologies are taken. 

While under ideal conditions the performance is very 

good, under various lighting conditions, articulation, 

accuracy, distance or aging, the performance drops 

dramatically. Another problem is an efficient way to 

store and access a face code (or face template) stored as 

a set of features and extracted from a photo or video. 

It requires clarification or replacing it with new 

algorithms, methods, or even technologies. 

In this chapter we discussed the processing of face 

recognition, including key components such as face 

detection, tracking, alignment, and feature extraction, 

and points out the technical challenges of building a 

face recognition system. We focus on the importance of 

the most successful solutions available to date. 

TRADITIONAL METHODS USED FOR 

FACE RECOGNITION: 

Traditional face recognition algorithms are often 

classified into two classes: comprehensive features and 

native feature approaches. the great set are often further 

divided into linear and nonlinear projection methods. 

Several applications have shown good results for 

methods supported linear projection appearance like 

principal component analysis (PCA) [3], independent 

component analysis (ICA) [4], linear discrimination 

analysis (LDA) [5,6], 2DPCA [7] and classifier. 

rectilinear regression (LRC) [8]. 

However, thanks to large differences in lighting 

conditions, facial expressions, and other factors, these 

styles may fail to adequately represent faces. the most 

reason is that the facial patterns are located on a posh 

non-linear and non-convex manifold in high-

dimensional space. 

To affect such cases, nonlinear extensions like kernel  

 

PCA (KPCA), kernel LDA (KLDA) [9], or locally linear 

inclusion (LLE) [10] are suggested. the foremost 

nonlinear method is using kernel techniques, where the 

overall idea consists of mapping the input face images to a 

better dimensional space during which the forked faces 

are linear and simplified. 

These methods project the face onto a linear subspace 

extended by images with a symmetrical face. the space 

from the face area is that the perpendicular distance to the 

plane, while the space within the face area is that the 

distance along the plane from the center image. These two 

distances are often converted into Mahalanobis distances 

and provides probabilistic explanations [11]. 

Then, KPCA [12], the nucleus ICA [13], and a 

generalized linear differentiation analysis [14] were 

developed. 

Another group of nonlinear projection techniques has 

been evolved. They reduced complexity from linear 

methods and therefore the potential to handle difficult 

data from nonlinear becomes easy. Among these methods, 

it's worth emphasizing: LLE [15] and projecting LPP [16]. 

They only produce a projection chart for training data, but 

their ability to display new data items is questionable. 

In the second category, local appearance features have 

certain advantages over comprehensive ones. These 

methods are more stable to local changes like expression, 

occlusion, and misalignment. a standard analog method is 

to call the local binary patterns (LBP s) [17,18]. Adjacent 

changes round the center pixel are described during a 

simple but effective manner by LBP. it's a continuing 

monotonous intensity shift and supports small lighting 

differences. Several variants LBP are proposed to 

optimize the first LBP like the histogram of the Gabor 

phase patterns [19] and therefore the histogram sequence 

of the local binary Gabor pattern [20, 21]. generally , LBP 

is employed to jointly model the adjacent relationship 

within the spatial, frequency, and directional domains 

[20]. 

A further development of the mentioned subspace 

approaches represents the characteristic co-vector 

approach (DCV) [22]. 

The DCV method brings together the similarities of things 

within the same class and drops the differences between 

them. Thus, each class are often represented by a standard 

vector computed from the interior scattering matrix. 

In the case of testing an unknown face, the corresponding 

feature vector is calculated and correlated with the 

category with the closest common vector. Sometimes, 

a kernel discriminant common vectors [23] or enhanced 

generic vectors and a support vector machine (SVM) 

[24] are presented for a face recognition task. 

Similar to the tactic LLE, the projection of maintaining 

the neighborhood (NPP) and therefore the orthogonal 

NPP (ONPP) is presented in [25,26]. These methods 

preserve the local structure between samples. To reflect 

the intrinsic geometry of local neighborhoods, they use 

data-driven weights by solving the smallest amount 

squares problem. ONPP forces the mapping to be 

the many of Gabor's features is extremely time 

consuming [43]. Moreover, extracting Gabor features is 

computation-intensive, therefore the features are 

currently useless for real-time applications [37]. A 

simplified version of Gabor waves has been introduced in 

[38]. Unfortunately, the simplified Gabor features are 

more sensitive to lighting variations during a nod to the 

first Gabor features. 

FACE DESCRIPTOR BASED METHODS 
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It helps to assess things and detects obscured areas for 

every face scan. Then, an annotated face form is 

recorded and fitted to the scan. During composition, 

face symmetry is employed to beat the challenges of 

missing data [45]. 

The disadvantage of using 3D data for face recognition 

is that these face recognition methods got to be 

calibrated and synchronized all elements of the system 

to get accurate 3D data (texture and depth maps). 

Current 3D face recognition methods are supported 

surface registration or on complex feature extraction 

and matching (surface descriptor) techniques. 

Therefore, it's computationally expensive and not 

suitable for practical applications. Moreover, it requires 

the cooperation of the topic which makes it not useful 

for unsupervised or semi-controlled scenarios where the 

sole input for the algorithms may be a 2D density image 

obtained from one camera. 

VIDEO BASED FACE RECOGNITION 

The inspection of video streams of facial images is 

receiving an steady increase interest in biometrics [46]. 

an instantaneous benefit  in using video information is 

that the repeatation within the video sequence are often 

wont to improve still image systems. 

Although an excellent deal of research has been done 

into matching still images of the face, the utilization of  

 

 

video clips for face recognition has been relatively 

unexplored [47]. the primary stage of video-based face 

recognition (VFR) is that the re-identification procedure, 

during which a group of video clips is matched to spot 

all occurrences of the person of interest [48]. 

In general, VFR approaches are often categorized into 

two categories supported what percentage of the 

knowledge available within the video sequence is 

utilized: (1) sequence based and (2) group based, where 

at a high level, what distinguishes these two approaches 

is whether or not they use the knowledge Temporal or 

not [49, 50]. 

In [51], the task VFR is transformed into a drag 

measuring similarity between two sets of images, where 

the examples from a video clip form one set of images. 

The authors considered the facial images from each 

segment as a gaggle and formulated a VFR within the 

Joint Scattered Representation (JSR) problem. In JSR, to 

find out the sparse representation of a search segment 

adaptively, they simultaneously consider the contrast of 

the separation plane and therefore the atom level, 

because the former composes the recorded segments 

employing a sparse regulator uniform and therefore the 

latter seeks for a few relevant examples employing a 

sparse regulator. 
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TABLE OF TRADITIOAL METHODS WITH ADVANTAGES AND 

DISADVANTAGES 

S.NO METHOD ADVANTAGES DISADVANTAGES 

1 Classical face recognition 

algorithms 

Focuses on local 

architecture 

From the manifold. 

These project methods 

Face to linear subspace 

extended by self-portraits. 

The distance from the 

face space 

Perpendicular to the plane 

From the middle picture, 

it might be 

Easily converted to 

Mahalanobis spaces 

With a probabilistic 

explanation 

These methods may fail 

Represent faces 

adequately when 

Significant differences in 

face lighting 

Expressions and other 

factors occur. With 

respect to [34], the 

application of nonlinear 

based methods does not 

result in a kernel a 

Significant improvement 

compared to linear 

methods. LLE, LLP and 

LBP brought simplicity 

and efficacy 

A method for describing 

adjacent changes in the 

face 

Describe. Partial space 

approach 

It has been applied in 

DCV‐ and SVM based 

methods. Preserving the 

local structure between 

samples is a range of 

methods NPP and ONPP. 

The problem is that it still 

is 

It is unclear how to 

determine neighborhood 

size or set optimal values 

for them 

2 Gabor wavelets Gabor Wavelet Gallery 

Desired capture 

properties 

Notable visual 

characteristics such as 

trend of spatial 

localization 

Selective and spatial 

repeat. For Different 

Biometrics applications 

This approach is 

preferred 

The disadvantage 

Gabor based methods 

Remarkably high 

dimensions 

The Gabor feature space 

since then 

Face portrait wrapped 

with a 

Bank Jabour filters. 

Algorithmic approach 

Condensed and 

impractical for real-time 

applications. 

In addition, simplified 

Gabor features are 

sensitive 

To lightning changes 

3 Face descriptor‐based 

methods 

The main idea behind the 

development 

Image descriptors are 

learning 

Most recognizable locally 

Features that reduce the 

difference between 

Photos of the same 

The approach is 

computationally intensive 

during the descriptor 

extraction stage, but it 

encourages simplicity and 

performance with respect 

to online applications. 
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individual 

And maximize it among 

the pictures of other 

people. 

These methods 

Discriminatory and 

powerful 

For illumination and 

expressiveness 

the changes. It provides 

compact, 

Easy to extract and highly 

descriptive 

4 3D‐based 

face 

recognition 

Conventional extension 

2D capture process 

And he has the largest 

The possibility of 

accuracy. 

Depth information no 

Dependent on the 

situation 

And lighting 

Make the solution more 

powerful 

Request that all elements 

of the 3D face 

recognition system be 

well calibrated and 

synchronized with 

existing 3D data. It is 

computationally 

expensive and not 

suitable for practical 

applications 

5 Video‐based 

recognition 

The main feature 

Of approach 

The possibility of using 

repetition 

Is in the video 

To improve still image 

systems 

Relatively poorly 

investigated. 

Multiply problems 

measuring the similarity 

between two (or more) 

pictures 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CONCLUSION 

Face recognition remains a difficult problem in the 

field of computer vision. It has gained much 

attention during the past years due to its multiple 

applications in various fields. Although there are 

strong research efforts in this area, face recognition 

systems are far from ideal for adequate performance 

in all real-world situations. The paper provided a 

brief survey of the problematic methods in face 

recognition. Much work needs to be done in order to 

realize the technologies that reflect how face 

recognition and make the best use of the temporal 

evolution of the face in order to recognize it. 
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