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Abstract: The objective of this study was to identify determinants of credit risk management of MFIs in Ethiopia. To this end, the researcher employed quantitative approach with explanatory research design where the effect caused by the independent variables on the dependent variable is observed through regression analysis. The purposive sampling techniques have been employed by researcher in order to select 115 sample size from MFIs. The primary data was collected using structured questionnaire. Then, the result of multiple liner regression showed that five variables such as use of collateral, credit risk identification, credit monitoring, and credit policy and credit analysis have positive and statistically significant effect on credit risk management system. Based on the findings of the study, the researcher forwarded possible recommendations for the MFIs in the study area to work on statistically significant variables due to fact that they have significant influence in improving credit risk management system. For instance, having sound credit policy enhances the credit risk management system. So, that it is recommended to MFIs should work on sound credit policy to improve credit risk management system that enables to advance the capacity of MFIs to deliver different financial services to the public.
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1. Introduction

According to [3] and [1] microfinance is a provision of a broad range of financial services such as savings, credit, insurance and payment services to the poor or low-income group who are excluded from the normal banking sectors. In other way, microfinance covers the provision of a range of financial services to low income households, including loans, savings, money transfers and insurance. The microfinance revolution has allowed more than 150 million poor people around the world to receive small loans without collateral, build up assets, and buy insurance. The idea that providing access to reliable and affordable financial services can have powerful economic and social effects has captured the imagination of policymakers, activists, bankers, and researchers around the world.
In developing countries, like Ethiopia, micro financing institutions (MFIs) emerged with unique opportunity to serve poor people who do not have access to commercial banks. Microfinance involves the provision of micro-credit, savings, and other services to the poor that are excluded by the commercial banks for collateral and other reasons. Microfinance programs and microfinance institutions have augmented in outreach over the last few years with their largest client being the poor, vulnerable and women [27].

Microfinance institutions are one of the financial institutions which provide different financial service for the poor who are out of the conventional banking system particularly in developing countries of the world including Ethiopia. It has been renowned globally as a feasible and sustainable tool for poverty reduction and economic development through improving income generating activities and employment creations. Micro-Finance Institutions (MFIs) can be defined as any activity that includes the provision of financial services such as credit, savings, and insurance to low income individuals which fall just above the nationally defined poverty line, and poor individuals which fall below that poverty line, with the goal of creating social value. The creation of social value includes poverty alleviation and the broader impact of improving livelihood opportunities through the provision of capital for micro enterprise, insurance and savings for risk mitigation and smoothing [1].

MFIs established in 1996 and comprises the Commercial Code of Ethiopia, proclamations issued by Government of Ethiopia (GOE) based on the Proclamation No. 40/1996, and Proclamation No. 147/1998) directives issued by the National Bank of Ethiopia (NBE). Microfinance Institutions are required to incorporate as share companies in accordance with the provisions of Article 304 of the Commercial Code of Ethiopia. According to Association of Ethiopia Micro Finance Institution currently there are 35 Micro Finance Institutions operating in different regional states of Ethiopia. These are Amhara Credit and Saving Institutions, Addis Credit and s Africa Village Financial services aving Institutions, Ageday Microfinance Institution, Am Afar Microfinance, Aggar Microfinance, ong them five (5) MFIs were operating in Sidama Regional States. They are; Sidama Microfinance, Benshangul Gumuz Microfinance, BussaGonofa Microfinance, Dedebit Credit and saving Institutions, Diredawa Microfinance, Digaf Microfinance, Dynamic Microfinance, Eshet Microfinance, Gambela Microfinance, Gasha Microfinance, Harar Microfinance, Harbu Microfinance, Lefayeda Credit and Saving, Letta Microfinance, Lideta Microfinance, Meklit Microfinance, Metemam Microfinance, Nisir Microfinance, Oromia Credit and saving, Rays Microfinance, Poverty Eradication and Community Empowerment Microfinance Institutions, Specialized Financial and Promotional Institutions, Somali Microfinance Institutions, Tesfa Microfinance, Wasasa Microfinance, Omo Micro Finance, Agar Microfinance, Vision Fund Micro Finance, and Kendile Micro Finance. Among these, the researcher purposively selected five MFIs such as Omo Micro Finance, Agar Microfinance, Vision Fund Micro Finance, and Kendile Micro Finance due to nearness of the institutions to the local area of research and the chance of easily collecting data needed for the purpose of this study.

As any organization credit risk management system is necessary for the efficiency and effectiveness of Micro finance operation. An effective credit risk management function provides independent assurance to the board of directors and senior management on the quality and effectiveness of MFI’s credit risk management and governance systems and processes, a strong internal control system, including an independent and effective internal audit function, is part of sound corporate governance. Having the an sound credit risk management system provides vital assurance to an organization’s in doing so, the function helps reduce the credit risk management problems[29].

The study by [16] revealed that the Microfinance institutions in Ethiopia were influenced by poor credit risk management system. Besides, the finding study by [2] and [29] credit risk management continues to has
become the threat to Microfinance sustainability because it limits the loan collection capacity of Microfinance Institutions. This is why studying determinants of credit risk management system of micro finance institutions has becomes burring issue that demands scientific investigation. Hence, this study is designed to examine the determinants of credit risk management system with reference to selected Micro Finance Institutions in Ethiopia. The end result of this study is expected to benefit to the micro finance institutions in Ethiopia primarily, policy makers and the government, the public at large and the investors, researchers who want to further investigate similar issues. The result of the analysis is expected to be supportive of designing well studied credit risk management system which strengthen the credit risk management system of the organizations.

2. Review of Related Literature

2.1 Overview of Microfinance and Credit Risk Management System

Microfinance is a category of financial services targeting individuals and small businesses who lack access to conventional banking and related services. Microfinance includes microcredit, the provision of small loans to poor clients; savings and checking accounts; micro insurance; and payment systems, among other branches [22]. So, microfinance services are designed to reach excluded customers, usually poorer population segments, possibly socially marginalized, or geographically more isolated, and to help them become self-sufficient [1].

The formal financial institutions played little role in financing development efforts in the rural areas. This is because they are clustered in urban areas, concentrate on funding large enterprises and are inaccessible to the rural poor especially in terms of distance. In addition, the rural poor can’t fulfill banking requirement to get credits. The requirements for collateral and intrinsic banking procedures are in most cases very difficult for the poor to deal with. The volume of loan demanded by small farmers is not appealing to banks. Such loans are difficult to manage and their processing not financially feasible [3].

The Microfinance Institutions are targeted towards providing smaller loans to the mass, have been operating in the country for long towards satisfying the credit demand of the lower class of the economy, mainly composed of the informal sector. Meanwhile, credit risk is the most important of the risk categories. It is the potential loss resulting from the poor quality of the MFIs assets particularly its credit/loan portfolio. The most obvious manifestations of risk in credit projects are poor portfolio quality that leads to bad debt losses that erode the capital of the lending microfinance institution. The major variable that should determine a MFI’s risk classification system are: past and present experience with overdue payments and type of methodology used in delivering loans [16].

Credit risk is directly related to the portfolio of the organization and is one of the most significant risks from an MFI perspective. Whenever an MFI lends to a client there is an inherent risk of money not coming back, i.e. the client turning into a defaulter, this risk is called the Credit risk. Credit risk is simply the possibility of the adverse condition in which the clients does not pay back the loan amount [9].

According to [5] credit risk, the most frequently addressed risk for MFIs, is the risk to earnings or capital due to borrowers’ late and non-payment of loan obligations. Credit is a borrowed fund with specified term for repayment. The major issues raised in connection to credit provision are: loan size, loan term, interest rate, and grace period. Loan size is one of indicator of the depth and width of outreach in micro finance institutions and credit risk one major issue that harms the credit provision practice of MFI [15].
2.2 Empirical Review of Related Studies and Hypotheses Development

Reviewing of Empirical literature will provides a summary of some of the published work on the management of risks by banks in developed and developing economies. To this end, Prior researchers like [2],[3], [16] [4], [18];[25],[27], and studied the related topic and suggest that, use of collateral, credit risk monitoring credit policy, credit risk identification, and credit risk analysis have statistically significant influence the credit risk management system. The credit risk management system is dependent variable of the study. The views of empirical studies on determinants of credit risk management were reviewed and hypothesized as follow:

1) Using of Collateral:
The collateralization of loan is a mechanism for ensuring the repayment of loans other than the provision of formal collateral by the borrower. According to the regression result of empirical study by [3], [4]; [18] and [25] showed that use of collateral has positive influence on effect on credit risk management system.

H1: A use of collateral has positive and statistically significant effect on risk management system

Credit Risk Identification (CRI):
In order to properly manage risks, an institution must recognize and understand risks that may arise from both existing and new business initiatives. Properly identified credit risk enables to easily manage the risk and ensures credit collection. According to the regression result of empirical study by [10], [21]; [23]; [25] and [23] showed that credit risk identification has positive influence on effect on loan collection.

H2: A Credit Risk Identification has positive and statistically significant effect on risk management system

1) Credit Monitoring (CM):
Monitoring reports should be frequent, timely, accurate, and informative and should be distributed to appropriate individuals to ensure action, when needed. After measuring credit risk, an institution should establish and communicate risk limits through policies, standards, and procedures that define responsibility and authority. Accordingly, [3],[4], [18], and [25] result indicated that credit monitoring has positive on credit risk management system. Therefore, the researcher has forced to hypothesize that:

H3: A Credit monitoring has positive and statistically significant effect on risk management system

2) Credit Policy (CP):
It is a set of guidelines that are used to determine which customers are extended credit and billed. Set the payment terms for parties to whom credit is extended. Define the limits to be set on outstanding credit accounts. Good lending policy has positive influence on credit collection of MFIs while poor credit policy has positive consequence on credit collection. Hence, [3], [4], [11]; [18], [19]; [20],[21] and [25] result indicated that credit policy has positive effect on credit risk management system.

H4: A Credit policy has positive and statistically significant effect on risk management system

3) Credit Risk Analysis (CRA):
After risk identification, analysis should follow, this will provide a greater understanding of risk, and is important to the organization as it helps in making risk based measureable and be aware about credit risk and easily manage it. Hence, [3], [4], [11]; [18], [19], [20], [21], [23], [25], [26], [27]; [28] and [29] result indicated that credit policy has positive effect on credit risk management system.

H5: Credit Risk Analysis has positive and statistically significant effect on risk management system
3. Materials and Methods

3.1. Research Design and Approach

In this study, the researcher was employed explanatory study design to precede this specific study because the objective of this study is to identify the effect of credit provision practice on loan collection of MFIs in Sidama Regional State. The research approach of this study was quantitative research approach due to quantitative nature of data used to prepare the report of this study.

3.2. Data source and Methods of Data Collections

In this research, the researcher used both primary and secondary data. The source of primary data was collected from respondents selected from the MFIs. While the secondary data source were collected from published materials like journals, books, and conference proceedings and unpublished like office annual reports, minuets and other materials related to the study. To collect primary data structured questionnaire was used.

3.3 Target Population, Sample Size and Selection Techniques

The target population of this study were all Microfinance Institutions in Ethiopia. Currently there are 35 Microfinance Institutions Operating in Ethiopia which considered as target population. Out of 35MFIs the researcher then purposively selected 5 MFIs such as Omo Micro Finance, Sidama Micro Finance, Vision Fund Micro Finance, Agar Micro Finance and Kendile Micro Finance. These are considered as the target population of the study by the student researcher. To draw targeted respondent that means sample size from those MFIs this study was used judgmental sampling methods which is non-probability sampling techniques. To assess the credit provision practice and its effect on loan collection of Micro finance Institution operating in the region. The main respondents included directors (management members), loan officers, internal auditors and fiancé heads who serve in those MFIs. This is with the aim of getting detail about the topic under study and these respondents are considered to have direct relationship with their activity in their organization. Targeted population was 100 loan officers, 20 internal auditors, 34 managers and 5 finance heads from each MFIs total 159. Who were serve in the study MFIs. Respondents were selected purposively due to their proximity to the research objectives

Table 1: Summary of Targeted Population and Sampling Design

<table>
<thead>
<tr>
<th>Target Population</th>
<th>Sampling Technique</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loan officers, internal auditors, accountants, managers and finance heads in 35 MFIs</td>
<td>Purposive</td>
<td>50 loan officers, 20 internal auditors, 6 accountants, 34 managers and 5 finance heads from each MFIs total 115</td>
</tr>
</tbody>
</table>

Source: Researchers’ Own survey from study MFIs in (2020)

Hence, the representative sample size of this study is 115 respondents for obtaining primary data required for this study.

3.5. Econometrics Model Specification

In this study, credit risk management system of MFIs (credit risk control) is continuous variable that can be measured through multiple linear regression model. In the multiple linear regression model, the dependent variable credit risk control proxy for credit risk management system and five independent variables such (1)
use of collateral (2) credit risk identification, (3) credit monitoring, (4) credit policy and (5) credit risk analysis (CRA). Designating the regressed by Credit risk control the independent variables by CRMS, CRA, CRI, CM, CP, and (CRA) and the error- by u, the model is given by the following Equation as:

\[ LC = \beta_0 + \beta_1 \times UCL + \beta_2 \times CRI + \beta_3 \times CM + \beta_4 \times CP + \beta_5 \times CRA + \epsilon \]

Whereas:
- CRMS = credit risk control
- \beta_0 = Constant term
- \beta_1, \beta_2, \beta_3, \beta_4 and \beta_5
- CRI = Credit Risk Identification
- CM = Credit Monitoring
- CP = Credit policy
- CRA = Credit Risk Analysis
- \epsilon = is error term

3.8. Methods of Data Analysis

After accomplishment of data collection procedure, it was classified as per each variable; the qualitative data was coded to be measured quantitatively. In this research, the descriptive and inferential statistics of data analysis tool was employed and done by the help SPSS version 21.0 in order to get the reliable finding.

3.9. Ethical Considerations

The following ethical considerations have been given attention by the researchers while conducting the research. Conserving the voluntary participation of respondents, no participants were forced to take part in the research and participants were free to withdraw from the research at any moment. With regarding to harm to participants, the researcher ensured that there is no any physical or psychological harm done to the participants as a result of the study. When it comes to anonymity and confidentiality, all information gathered during the study has been handled confidentially and permission from the participants was obtained for all information to be shared publicly. Not deceiving the subjects since participants were informed clearly about the aim, purpose and procedures of the study and were not deceived in any way. Finally Privacy of participants the participants were respected.

4. Results

4.1 Introduction

In order to conduct data analysis, the researcher distributed one hundred fifteen (115) questionnaires to respondents. Out of the 115 questionnaires distributed, 100 questionnaires were correctly filled and returned. This implies that the response rate of the research was 86.95 % which implies almost all respondents have been participated in the process of data collection. Then, the descriptive statistical analysis has done using the statistical package for social science version 21.0 based on questionnaires properly collected.
4.2 Reliability and Validity Test

Reliability Test: To measure the consistency of the questionnaire particularly the Likert-type scale the reliability analysis is essential in reflecting the overall reliability of constructs that it is measuring. The test of reliability is the sound measurement.

Table 4.1 Reliability Test

<table>
<thead>
<tr>
<th>Cronbach's Alpha</th>
<th>Cronbach's Alpha Based on Standardized Items</th>
<th>N of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.755</td>
<td>0.789</td>
<td>6</td>
</tr>
</tbody>
</table>

In current research, the researcher employed Cronbach’s Alpha (α) which is the most common measure of scale reliability and a value greater than 0.7 is very acceptable. From table 2 above, the value for Cronbach’s Alpha (α) was 0.895 for all variables which is more than minimum acceptable (0.70). When these calculated reliability values for Cronbach's Alpha based on Standardized items is 0.897, which is also higher compared with the minimum value of alpha 0.70. This implies that the data fitted in the SPSS is more reliable.

Validity Test: The validity of the questionnaire was determined through face, content and constructs validity. First, the question airs was framed in such a manner that it was easily understood and exactly conveyed its sense and purpose to the respondents. Moreover, the draft questionnaire was given to academic staff of the college to view it in the light of the research objectives, its relevance, the adequacy of the questionnaire items, and question coverage.

4.3 Descriptive Statistics

Table 4.2: Summary of Descriptive Statistics for all Variables incorporated in the Model

<table>
<thead>
<tr>
<th>Variables</th>
<th>N</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit risk control</td>
<td>100</td>
<td>1.00</td>
<td>5.00</td>
<td>2.6600</td>
<td>1.21622</td>
</tr>
<tr>
<td>Use of Collateral</td>
<td>100</td>
<td>1.00</td>
<td>5.00</td>
<td>2.5900</td>
<td>1.11096</td>
</tr>
<tr>
<td>Credit Risk Identification</td>
<td>100</td>
<td>1.00</td>
<td>5.00</td>
<td>3.0900</td>
<td>1.32646</td>
</tr>
<tr>
<td>Credit Monitoring</td>
<td>100</td>
<td>1.00</td>
<td>5.00</td>
<td>3.2704</td>
<td>0.96783</td>
</tr>
<tr>
<td>Credit policy</td>
<td>100</td>
<td>1.00</td>
<td>5.00</td>
<td>2.8200</td>
<td>1.25835</td>
</tr>
<tr>
<td>Credit Risk Analysis</td>
<td>100</td>
<td>1.00</td>
<td>5.00</td>
<td>2.8700</td>
<td>0.97084</td>
</tr>
</tbody>
</table>

Sources: Survey data (2020)

Credit risk control was the dependent variable of this study. As indicated in the above table 4.2, the loan collection (LC) shows that MFIs on average is a positive loan collection because the overall mean of the variable was 2.6600 with a maximum of 5 and a minimum of 1 Likert scale values. The standard deviation value is 1.21622 which indicates there was variation of actual responses from the mean. With regard to other variables the use of collateral (CL) has the overall mean was 2.5900 with SD of 1.11096, Credit risk identification (CRI) 3.0900 with SD of 1.32646, Credit monitoring (CM) 3.2704 high mean with SD of 0.96783, Credit policy (CP) 2.8200 with SD 1.25835, credit risk analysis (CRA) 2.8235 with SD of 0.97084. In summary, all most all variables incorporated in the model have moderate contribution to the response variable credit risk control of MFIs. The researcher may not consider the interpretation of mean since they influenced by the extreme values.
4.4 Pearson Correlation Matrix for Dependent and Independent Variables

Correlation analysis measures the relationship between two items. The resulting value (called the “correlation coefficient) shows if changes in one item will result in changes in the other item. Correlation is a way to index the degree to which two or more variables are associated with or related to each other. The correlation matrix for this study was computed as follow:

Table 4: Pearson Correlation Matrix for Dependent and Independent Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Credit risk control</th>
<th>Use of Collateral</th>
<th>Credit Risk Identification</th>
<th>Credit Monitoring</th>
<th>Credit policy</th>
<th>Credit Risk Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit risk control</td>
<td>Pearson Correlation</td>
<td>.359**</td>
<td>.163</td>
<td>.263**</td>
<td>.362**</td>
<td>.373**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.000</td>
<td>.105</td>
<td>.008</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>N</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Use of Collateral</td>
<td>Pearson Correlation</td>
<td>.359**</td>
<td>1</td>
<td>.279**</td>
<td>.141</td>
<td>-.118</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.000</td>
<td>.005</td>
<td>.161</td>
<td>.241</td>
<td>.010</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Credit Risk Identification</td>
<td>Pearson Correlation</td>
<td>.163</td>
<td>.279**</td>
<td>1</td>
<td>.071</td>
<td>-.438**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.105</td>
<td>.005</td>
<td>.482</td>
<td>.000</td>
<td>.000</td>
<td>.887</td>
</tr>
<tr>
<td>N</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Credit Monitoring</td>
<td>Pearson Correlation</td>
<td>.263**</td>
<td>.141</td>
<td>.071</td>
<td>1</td>
<td>.054</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.008</td>
<td>.161</td>
<td>.482</td>
<td>.596</td>
<td>.794</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Credit policy</td>
<td>Pearson Correlation</td>
<td>.362**</td>
<td>-.118</td>
<td>-.438**</td>
<td>.054</td>
<td>1</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.000</td>
<td>.241</td>
<td>.000</td>
<td>.596</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Credit Risk Analysis</td>
<td>Pearson Correlation</td>
<td>.373**</td>
<td>-.256*</td>
<td>-.014</td>
<td>.027</td>
<td>.402**</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.000</td>
<td>.010</td>
<td>.887</td>
<td>.794</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

**Correlation is significant at 1 % significance level, * Correlation is significant at 5 % significance level (two tailed).

Source: Survey data, 2020

The table 6 shows the relationship between dependent variable which is Credit risk control and independent variables with coefficient of correlation 1 indicates that each variable is perfectly correlated with each other. The result shows that, variables such as use of collateral, credit risk identification, credit monitoring, credit
policy and credit risk analysis have positive relationship with loan collection and statistically significant respectively since p-value is more than 1% level of significance since p-value is less than 0.01. On other hand, credit risk identification has positive but statistically insignificant effect on credit risk management system.

4.5 The Regression Results (Inferential Statistics)

Ordinary Least Squares (OLS) is the most common estimation method for linear models and that’s true for a good reason. As long as your model satisfies the OLS assumptions for linear regression, we can rest easy knowing that we’re getting the best possible estimates. The most common assumptions to be tested before running final regression result are normality, multicollinearity, autocorrelation, and heteroscedasticity.

Table 4.5: Regression Results (Credit risk control) through SPSS

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>t</th>
<th>Sig.</th>
<th>95.0% Confidence Interval for B</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
</tr>
<tr>
<td>1 (Constant)</td>
<td>-1.894</td>
<td>.532</td>
<td>-3.59</td>
<td>.001</td>
<td>-2.950</td>
<td>-.837</td>
</tr>
<tr>
<td>Use of Collateral</td>
<td>.447</td>
<td>.090</td>
<td>.408</td>
<td>4.97</td>
<td>.000</td>
<td>.268</td>
</tr>
<tr>
<td>Credit Risk Identification</td>
<td>.181</td>
<td>.082</td>
<td>.198</td>
<td>2.20</td>
<td>.030</td>
<td>.018</td>
</tr>
<tr>
<td>Credit Monitoring</td>
<td>.206</td>
<td>.095</td>
<td>.164</td>
<td>2.15</td>
<td>.034</td>
<td>.016</td>
</tr>
<tr>
<td>Credit policy</td>
<td>.342</td>
<td>.091</td>
<td>.354</td>
<td>3.77</td>
<td>.000</td>
<td>.162</td>
</tr>
<tr>
<td>Credit Risk Analysis</td>
<td>.418</td>
<td>.109</td>
<td>.333</td>
<td>3.82</td>
<td>.000</td>
<td>.201</td>
</tr>
</tbody>
</table>

a. Dependent Variable: credit risk control: R=.689, R2=.475, Ad R2.447, Std. Error of the Estimate = .90475, Durbin-Watson (d) = 1.922, F-statistic = 16.979, P-value = 0.000, ANOVA with (p-value of 0.000)

Source: Survey data, (2020)

Fitted Model

\[ LC = -1.894 + 0.445 \times UOC + 0.181 \times CRI + 0.206 \times CM + 0.342 \times CP + 0.418 \times CRI + E \ldots \ldots \] (2)

The OLS result of was presented in the above table 4.7. R-squared was measured the goodness of fit of the explanatory variables in explaining the variations in Credit risk control of selected MFIs. R-squared and the Adjusted-R-squared statistics of the model were 47.5 percent and 44.7 percent respectively. The result indicates that 44.7 percent variation in the dependent variable was jointly explained by the explanatory variables in the model. Whereas, the remaining 55.3 percent of the variation in the loan collection is explained by other variables which are not included in the model. The coefficient of explanatory variables such as use of collateral +0.447, credit risk identification +0.181, credit monitoring + 0.206, credit policy + 0.342 and credit risk analysis+0.418 implies that 1% increase in the variables leads to 44.7%, 18.1%,
20.6%, 15.8%, 34.2% and 41.8% increase in dependent variable (Credit risk control) of MFIs. Besides, the, F-statistics (16.979) in model summary and ANOVA with (p-value of 0.000) which is used to test the overall significance of the model was presented and indicates the reliability and validity of the model at 1 percent level of significance. This tells us that the model as a whole is statistically significant.

4.7 Discussion of Results

In addition more explanation of the model of this research, let us discuss each variables incorporated in the model one by one. The result of this study shows that support from existence of collateral with unstandardized coefficient of regression \([\beta=0.447]\) has a positive and statistically significant at 1% level of significance since (p-value of 0.000 < 0.01). Hence, hypothesis H1 is accepted. This finding is consistent with idea of study result by [3], [4]; [18] and [25] who found out that credit risk identification has positive and significant effect on loan collection of MFIs. This implies that sound credit risk identification has positive contribution to the effective loan collection. Results indicated that the existence of credit monitoring procedures and effectiveness of loan collection had a positive and significant relationship. Consequently, the MFIs should work on credit risk identification which is the instrument for on credit risk management system from borrowers.

Regarding to the credit monitoring \([\beta=0.206]\) is positive and statistically significant with p-value (0.034<5%, level of significance. Therefore, hypothesis H3 is accepted by the researcher. Hence, the existence of credit monitoring in an organization has positive effect on loan collection. This is consistent with the empirical studies [3], [4], [18], and [25]. Results indicated that the existence of credit monitoring procedures and effectiveness of loan collection had a positive and significant relationship. So, the MFIs should work on credit risk identification which tool for loan recovery from borrowers. Results indicated that the existence of credit monitoring procedures and effectiveness of loan collection had a positive and significant relationship. So, the MFIs should work on credit monitorings since the sound monitoring practice has positive effect on on credit risk management system.

The result of this study also shows that coefficient of regression credit policy is \([\beta=0.342]\) positive and statistically significant since (p-value of 0.00 < 0.01 and 0.05). Hence, hypothesis H4 is accepted. This finding is similar with findings of studies such as [3], [4], [11]; [18], [19], [20], [21] and [25] showed that existence of credit policy has positive and statistically effect on loan collection of MFIs. Results indicated that the existence of credit monitoring procedures and effectiveness of on credit risk management system has a positive and significant relationship. As a result, the MFIs should work on credit policy which tool for loan recovery from debtors.

When comes to the credit risk analysis, unstandardized coefficient of regression of variable is \([\beta=0.418]\) is positive and statistically significant with p-value (0.00 >1%, level of significance. Therefore, hypothesis H5 is accepted by the researcher. This finding is consistent with the empirical result of empirical results [3], [4], [11]; [18], [19], [20], [21], [23], [25], [26], [27]; [28] and [29] result indicated that credit risk analysis has positive effect on credit risk management system. Results indicated that the existence of credit monitoring procedures has positive impact on loan collection. Thus, the MFIs should work on credit risk analysis because if credit risk is analyzed properly, it is easy to on credit risk management system of MFIs.
4. Conclusions

Conclusion is the process of making generalization based on findings of sample to total population. This study aimed to identify the determinants of credit risk management system of MFIs in Ethiopia. Therefore, the findings revealed from this study were generalized to all MFIs in Ethiopia: By keeping this objective in mind, the researcher collected the primary data through self-administrated or (structured) questionnaire. By using SPSS version 23.0 the analysis of both descriptive and inferential statistics has been done. Based on the findings from the descriptive analysis, the researchers had concluded that MFIs on average generated the good on credit risk management system. Based on the findings from the regression analysis of the model, the researchers concluded that the loan collection of MFIs is positive and significantly influenced by use of collateral, credit risk identification, credit monitoring, credit policy and credit risk analysis. The conclusion that can be drawn from the findings in the first hypothesis up to five hypotheses (H1, H2, H3, H4, and H5), stated as “collateral, credit risk identification, credit monitoring, credit policy and credit risk analysis has positive and significant effect on credit risk management system of MFIs were accepted. This means an increase one unit value the value of collateral, credit risk identification, credit monitoring, credit policy and credit risk analysis leads to increase in loan collection of MFIs. Then, the researcher forwarded the possible recommendations for MFIs to enhance the loan collection through improving on credit risk management system by giving attention on the stated variables with statistically significant effect on credit risk management system of micro finance institutions in Ethiopia.

5. Limitations & Road for the Future Research

Any study cannot be free from limitations. Accordingly, there are some limitations in current study. So, this study is focused only on determinants of credit risk management system with reference to five selected MFIs in Ethiopia. It will improved if it conducted on all MFIs in Ethiopia. The explanatory variables incorporated in the model have only explained 44.7% of the model. The remaining 55.3% of changes in the on credit risk management system was explained by other explanatory variables that not included in the model. The other researcher should incorporate more variables to improve adjusted R2 with the same topic at the same study area. In other way, the findings of this study may be difficult to generalize about all MFIs in Ethiopia and all countries in Africa in particular and in the world in general. Hence, this study can be improved if it will be done at continental level.

References


