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Abstract: In most real-world today applications need to make large volume of transactions in a small period over networks and this raw big data struggle data analytics to handle many problems. Solving class imbalance problems in real-world datasets pose a great challenge in research fields as performance of the classifiers are suffered from this very large different ratio of class labels. Many mechanisms tried to handle these problems with reducing high rate in data level while degrading the accuracy performance of the classifiers and vice versa. Hence, a framework to solve imbalance distribution of class labels in data level with the best accompanied classifier in supervised mechanisms, is proposed in this paper. Effectiveness of proposed framework is assessed by using the real-world dataset and the empirical results are compared to other well-known systems and the former works. The proposed work achieved the acceptable results and outperform than the other works.
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I. INTRODUCTION

The rapid developments of online transactions systems lead to store high volume of data and these datasets need to be in safety state and have unequal distribution between classes. The harshness of class imbalance in dataset may cause from minor difficulties to severe problems to real-world applications. A dataset became imbalance when the classes as in example, fraud and normal, non-fraud labels are not equally contained in credit card financial database. The most labels create majority class instance while the limited label present minority class in dataset. These imbalance distributions of class labels can be viewed in most real-world dataset. If the ratio of class imbalance distribution is high, then the classifiers may yield performance of the prediction accuracy owing to the classification model is likely to anticipate the most majority class instances in training set. That prediction model is not applicable in real-world domain since minority class is most important and interested portion for the related experts [1, 2].

The properties of big data make difficulties to some traditional machine learning methodologies to make analysis and model for such data. The traditional methods suffer from touching high volume of data, facing with different data formats, the reaching of different speed from various sources when making filtering process and making required transformation of data. The increasing development of big data applications lead to develop more effective and efficient knowledge extraction mechanism from this data type [2].

In machine learning paradigm, classifiers are attempted to minimize incorrectly categorized instances or misclassification errors while to maximize the accuracy of predication. These classifiers can produce describe acceptable desired when the input dataset has roughly balanced in class labels. Therefore, performance assessment of classification algorithms is depending on the underlying dataset, especially need to care in imbalanced environments [3].

The class imbalance problems can create many difficulties to most of the classifiers during the learning procedure. Although, most of the systems tried to develop based on the traditional methods from direct learning of imbalanced data, they may not achieve acceptable results. Even they achieved the significant results, these results are unreliable because cardinality of minority class is extremely small. Therefore, maintaining the distribution of class is remarkably important issues and the role of minority class is awfully essential in preprocessing stage of the modeling of the classifiers and they need to handle with special methods [4].

Therefore, this paper proposed a mechanism to solve the imbalanced class problems in large datasets by using the most effective classification of Random Forest decision tree and oversampling technique. The rest of paper is described as the following section: Section 2 explores the relative works that manage the problems of imbalanced class. Section 3 establishes the background methodology of the proposed mechanisms. The proposed framework is described in section 4. The experimental evaluations are performed in section 5 and section 6 is the conclusion of proposed works.
II. RELATED WORKS

There are very many works that the previous system proposed to handle the distribution of class imbalance problems. These proposals of solving tactics can be classified into two main categories: the data level and the algorithm level. The data level methods sample the instances of training sets and these methods can be assembled into two main types: undersampling and oversampling. Improvements of these are described as the ensemble and application-oriented approaches.

Most studies that focus on the undersampling based works would be reviewed firstly.

The authors in [5] introduced a novel algorithm called WIMUS using undersampling methods to tackle the bottle necked of skewed distributed data. They separated the dataset into two pieces, minority and majority subsets. Then remove the noisy borderline instances of majority class that create the imbalance problems. Then they are reforming the strong dataset and classified with random forest classifier. They achieve the highest accuracy rate, 0.996% for UCI small imbalanced dataset.

The group in [6] found that Convolutional Neural Network, CNN face the problems in big data classification of imbalanced set of images and undersampling method and cost-sensitive methods can be used with that CNN. They showed that the work with CNNs achieved 0.98% maximum in image datasets.

Secondly, the research on oversampling based works has been studied. Typical oversampling method is the random sampling process to enhance the minority class distribution. Base on this mechanism many other methods are advanced.

The most popular oversampling technique, Synthetic Minority Over-sampling Technique called SMOTE, is developed in [7] to increase the minority class. They also mentioned that the ensemble uses of undersampling and SMOTE may be better for some environments. There are many advancements of the SMOTE technologies exist. In SMOTEBoost, the oversampling method is used with the combination of ADoBoost classifier is proposed in [8]. The Borderline-SMOTE based on k-nearest neighbor to generate synthetic samples of the minority label is improved in [9]. The combination of undersampling and SMOTE called RUSBoost, the better and faster sampling method to skew the class distribution is developed in [10].

The researchers in [11] invented a novel oversampling algorithm called multiclass radial-based oversampling, MC-RBO based on the extensive experiments. The main concept of their method is to produce the artificial instances as the extensive ways of existing oversampling method. Their assembling ways of both near-Bayesian support vector machines, NB-SVM and Decision Tree with oversampling method outperform the previous popular methods.

The scientists in [12] created an oversampling method applying conditional generative adversarial network, cGAN based on SMOTE. They used a discriminator for training reasons in network, as an outlier examiner to check the distributions of class instances between minority and majority natures. Therefore, the bias of classification boundary from the outliers can be prevented. They generate artificial minority class to the initial dataset. They named their algorithm as OD-GAN, to detect outlier using oversampling on adversarial network and their method outperform other methods that used outlier detection.

Later, the other methods that used the ensemble techniques of both, would be discussed.

The authors in [13] proposed ensemble techniques of both oversampling and undersampling and use the heterogeneous ensembles based on multiple learning algorithms for having a higher potential to generate diverse members not to be homogeneous ones. They evaluated the performance with AUC and F1 measures from their experiment and better results produce than the other homogenous ones and achieve with 0.93 AUC as though the highest percentage.

The rest methods are the application oriented previous works for the fraud detecting technique that used the same dataset as this paper.

The authors in [14] proposed the mechanism to resolve class imbalance problem of fraud detection with focus on class distribution, the sample size, the separation of class and within the class concept. They use clustering tree for class separation and construct a tree. They compared their results with other five popular algorithms and prove the effectiveness of their system.

The group in [15] proposed a fraud detection technique using SMOTE technique with different machine learning methods. They show all the results and achieve 99.96% as the highest accuracy with the combination of Naïve Bayes and SMOTE.

III. BACKGROUND METHODOLOGY

3.1 Maintenance Mechanism for Class-Imbalance Learning at Data Level

To handle the distribution of class imbalance problems in learning stages, there are many mechanisms characterized into two core groups: resampling and making cost sensitive. The data level sampling methods modifies distribution of the class among the dataset to get the appropriate weights between classes. These data level method can be assembled into oversampling, undersampling and balancing methods. The brief explanation of the methods is as the following [16].

3.1.1 Oversampling

The oversampling methods form the additional minority instances of training set to enlarge the total size of minority class in the dataset.

Normal Oversampling: The normal resampling maintains the distribution in the subsamples of training set to get a uniform one. This mechanism over sample the minority class instead of being undersampled the majority class in order to obtain the same class of the training set.

Randomize Oversampling: It uses randomization to select the subsamples of minority class in the original dataset with replacement.

There may be different improvement mechanisms for oversampling methods as described in related works. Among them, SMOTE technique is the most popular well-known method for imbalance problems.

3.1.2 Undersampling

The undersampling methods make the additional majority instances of training set to enlarge the total size of majority class in the dataset.
Normal Undersampling: It calculates the total number of instances in class that consists in the dataset and percentage of minority of the class. The purpose is to undersample class of majority so that both classes in the training set have the same number of instances without replacement.

Randomize Undersampling: It uses the randomization to produce the subsamples of original dataset. It can spread from the rarest to the most common class with resampled to be different in the class frequencies.

3.1.3 Balancing

The balancing methods balance the data instance weight in training set to have equal weight. Some of the methods of these types are as follows.

Reweighting: This algorithm is a supervised method for data cleaning process in order to battle the class imbalanced problems in large dataset. It calculates the weight of instance data and sums in training dataset to the same weight in each class. As the changes of the weight of data occur in the first batch, it can be continued with the classifiers. If the input class is numeric, equal-with discretization method is used to discretize the label for weighting as the pseudo class.

Distributed Reweighting: This is nearly the same with the Reweighting process and used for distribution of imbalanced class in a dataset. The only difference is the changes of the weight of data occur distributed in every batch of the training set. This will probably yield the training set where both imbalanced classes are nearly balanced.

3.2 Performance Measures

The performance of classification system is measured as follows [2]:

<table>
<thead>
<tr>
<th>Metric</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>(\frac{TP + TN}{TP + FP + FN + TN})</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>(\frac{TP}{TP + FN})</td>
</tr>
<tr>
<td>Specificity</td>
<td>(\frac{TN}{TN + FP})</td>
</tr>
<tr>
<td>Precision</td>
<td>(\frac{TP}{TP + FP})</td>
</tr>
<tr>
<td>Recall</td>
<td>(\frac{2 \times Precision \times Recall}{Precision + Recall})</td>
</tr>
<tr>
<td>F-measure</td>
<td>(\sqrt{sensitivity \times specificity})</td>
</tr>
</tbody>
</table>

IV. PROPOSED FRAMEWORK

The proposed framework for the distribution of the class imbalance problems emphasize on both of two categories: at data level and at classifier level instead of handling only at one level in other systems. In the data level, the normal oversampling method is proposed to reduce the imbalance in class distribution of the fraud dataset. At the classifier level, the Random Forest classifier is proposed as the best cooperating partner of the data level’s solving method to improve the performance of the overall system. The best cooperative work of the proposed framework for the fraud dataset can be seen in the experiment section.

V. EXPERIMENTAL EVOLUTIONS

The dataset for this experiment is used from real world public Kaggle dataset of credit card transaction of European cardholders between two days duration in September 2013. The dataset includes 31 features including the class label. It contains total of 284,807 transaction instances, but just only a small transaction of 492 are frauds, only 0.193% of the total instances. Therefore, the distribution of classes creates a problem for the classifier, and it is extremely important for that real-time transaction data of financial process.

Firstly, the experiments are carried out for the classifier oriented in accuracy and begin with the classifiers that the previous systems recommend that these classifiers achieved the higher performance in many fields. The accuracy results for the credit card information are computed and demonstrated in Figure 1, in propose to compare to clearly see the best classifier among them. All the experiment performances are measured with the standard 10-fold cross-validation.
As could be seen from the Figure 1, the popular very fast decision tree is the worst accuracy producer between the described recommended classifiers. Although, ADoBoost is the better classifier for the other system, it is worse than the other two for the imbalance set of fraud data. Among the best two, C4.5 and Random Forest, the Random Forest is the best with 99.9554% and higher 0.0032% than the other. The experiments are continued to increase the classification accuracy of the classifier and to handle the classifier’s troubles of class imbalanced problems at the data level. The performance results for the supervised sampling methods for the best classifier for the fraud data are shown detail in Table 1. The increment of the proposed combination of the oversampling method over the baseline Random Forest Classifier are calculated and described in Table 2.

Table 1: Performance Results for Different Sampling Techniques

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Time(s)</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1_score</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaseLine</td>
<td>465.08</td>
<td>99.9554</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.862</td>
</tr>
<tr>
<td>Reweighting</td>
<td>212.84</td>
<td>90.4417</td>
<td>0.920</td>
<td>0.904</td>
<td>0.904</td>
<td>0.824</td>
</tr>
<tr>
<td>Oversampling and Reweighting</td>
<td>166.06</td>
<td>95.7287</td>
<td>0.961</td>
<td>0.957</td>
<td>0.957</td>
<td>0.918</td>
</tr>
<tr>
<td>Distributed Reweighting</td>
<td>0.03</td>
<td>96.6667</td>
<td>0.969</td>
<td>0.967</td>
<td>0.967</td>
<td>0.935</td>
</tr>
<tr>
<td>SMOTE</td>
<td>473.43</td>
<td>99.9369</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.904</td>
</tr>
<tr>
<td>Normal Undersampling</td>
<td>445.37</td>
<td>99.9575</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.869</td>
</tr>
<tr>
<td>Randomized Undersampling</td>
<td>484.4</td>
<td>99.9586</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.872</td>
</tr>
<tr>
<td>Normal Oversampling</td>
<td>329.14</td>
<td>99.9803</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.942</td>
</tr>
</tbody>
</table>

Table 2: Increment Performance of the Resampling over Normal Classifier

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Time(s)</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1_score</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaseLine RF</td>
<td>465.08</td>
<td>99.9554</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.862</td>
</tr>
<tr>
<td>Normal Oversample+RF</td>
<td>329.14</td>
<td>99.9803</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.942</td>
</tr>
<tr>
<td>Increasement</td>
<td>-135.94</td>
<td>+0.0249</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+0.08</td>
</tr>
</tbody>
</table>

Then the tests are stepping to compare the outcomes of other systems with the same format of the training and the testing set. There are total of 170,884 instances for training set with 170583 for normal samples and 301 instances for abnormal, and the balance rate is 566.7:1. The remainder of the 113731 instances of normal samples and 191 instances of abnormal are for testing set, with 595.5:1 balance rate. Performance comparison of different methodologies of the previous system and the proposed method for this data set are shown in Table 3.

The results from the Table 3 gives a proof that the proposed methodology outperformed the previous proposed methods. The results for these popular SMOTEBoost and RUSBoost are calculated with the same environments and test set as other methods in the table.
This paper proposed a mechanism to solve imbalanced class problems in fraud detection by the combination of oversampling technique and Random Forest classification. Even the oversampling method can produce better results in some classifier while the accuracy is degraded in other classifier. Likewise, the most popular advancement of SMOTE methods can provide better results in other system with the combination different classifiers, but it reduces with the proposed Random Forest classifier for the fraud dataset. That reasons assure that the effective sampling method to support the best companion classifier for the target domain is very important. Therefore, the proposed mechanism of the best combination of sampling method and classification is the most effective approach for the real-world application of fraud dataset. The advancement of sampling mechanism and the improvement of multi-class imbalanced environments may be the future works.

VI. CONCLUSION

This paper proposed a mechanism to solve imbalanced class problems in fraud detection by the combination of oversampling technique and Random Forest classification. Even the oversampling method can produce better results in some classifier while the accuracy is degraded in other classifier. Likewise, the most popular advancement of SMOTE methods can provide better results in other system with the combination different classifiers, but it reduces with the proposed Random Forest classifier for the fraud dataset. That reasons assure that the effective sampling method to support the best companion classifier for the target domain is very important. Therefore, the proposed mechanism of the best combination of sampling method and classification is the most effective approach for the real-world application of fraud dataset. The advancement of sampling mechanism and the improvement of multi-class imbalanced environments may be the future works.
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