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Abstract: The basic essence of Compression is to cut down the size and make the files to smaller size than they usually are. To get this process done right, data loss is the thing one has to look up to. Compression can be either lossy or loss-less. Having taken care of the data, memory consumption is a significant thing which always bothers & one should always look after this to yield productive results. The main objective & intent of this work is to check how Huffman Coding can result in making efficient use of memory while compressing text and image files, being lose-less.

I. INTRODUCTION

We live in a fast-paced world where the usage of messages and multimedia is at a higher extent. As if we take into consideration the social media, every user communicates with the other by texting and sending images. Files which we send must not be in larger size as it consumes a lot of bandwidth while transferring to the other end. Hence comes the necessity of compression, as it decreases not only the size but also makes an efficient usage of memory without any loss of data like-wise we have had prior to the compression. Quality of those files gets decreased but will eventually result in the retrieval of quality which may not be par-level but up to a certain extent which looks quite cool and same as to that of the original one. Compression is an approach that best suites whenever one finds it difficult to deal files that are quite big. If we look at compression techniques, the likes of Huffman Coding and Lempel-Ziv-Welch Coding algorithms are available to us with different approaches so as to increase the efficiency and also the performance speed.
II. TECHNIQUES AVAILABLE

**Compression of Text:**

*Lempel-Ziv-Welch Coding:* It is a method which is good at compressing text files due to the reason it contains ASCII characters (stored as 8-bit binary values) whereas it doesn’t hold good for graphics files as they have repeating patterns of binary digits.

To begin with, here we take an example with 6 character alphabets and a 16 entry dictionary. Let’s say we have a message:

**ababacdcdaaaaaef**

Given Dictionary is:

- 0000 ‘a’
- 0001 ‘b’
- 0010 ‘c’
- 0011 ‘d’
- 0100 ‘e’
- 0101 ‘f’
- 0110 ‘ab’
- 0111–1111 empty

0000 is sent with a character followed by b, sequence ab is checked by transmitter and ‘sequence has been stored in the dictionary.

- 0000 ‘a’
- 0001 ‘b’
- 0010 ‘c’
- 0011 ‘d’
- 0100 ‘e’
- 0101 ‘f’
- 0110 ‘ab’
- 0111–1111 empty

The receiver adds to this table ‘a’ is read by transmitter and further checks ‘ba’ sequence is in the code table. As it is not, it transmits the ‘a’ character as 0000, adds the ‘ba’ sequence to the dictionary, which will now contain:

- 0000 ‘a’
- 0001 ‘b’
- 0010 ‘c’
- 0011 ‘d’
- 0100 ‘e’
- 0101 ‘f’
- 0110 ‘ab’
- 0111–1111 empty

<table>
<thead>
<tr>
<th>0000 0001 0000 0110 0010</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘a’ ‘b’ ‘a’ ‘ba’ ‘c’</td>
</tr>
</tbody>
</table>

The receiver then proceeds to compress the rest of the text in a similar manner.
0111 ‘ba’
1000–1111 empty

Character ‘b’ is ready by transmitter and checks presence of ‘ba’. Transmission of code table address i.e 0111 is done. Receiver checks the presence of the same in dictionary. Further transmitter reads a character c. It locates character c. It continues in iteration with the transmitter and receiver that maintains identical copies of their dictionaries.

**Compression of Image:**

*Lempel-Ziv-Welch Coding and Run-Length Coding:* For understanding computer images, we need to know about bi-level(Two-level) images or binary images. A bi-level image is a raw computer image in which each pixel size is of one bit only, i.e, it can be either ON or OFF. Due to which, a bi-level image consists of two colours: a background colour and a foreground colour and in actual it is two states namely, Black and White.

In this run-length coding approach, we try to perceive the image firstly with all its pixels being distributed separately. Then after, we pick each pixel starting from the first and try to fill that pixel with either of the two colours black and white. To put any of the other colours, one has to follow the RGB band codes whose range is 0-255. Putting up the code of desired colour in the data packet(which has three fields to store that band codes). Usually for colour black, the code comes as (0,0,0) and it is (255,255,255) for colour white. This makes it to store colours in data packets. And we also need to check for any redundancy in pixels. Apart from that pixel, we need to move forward(iterating to each pixel) and check if there is any other pixel having same colour. When any repetition is encountered, redundancy needs to be reduced or eliminated. With run-length coding being done, we advance to compression.

During compression of an image, we use lempel-ziv-welch technique as it is quite simple and easy to code. After compressing the image, we send it to parsing, where a binary-tree is generated to store the image in dictionary format i.e, key-value pair format. And that collection of key-value pairs is the output of our respective image. Hence this marks an end to image compression.
III. COMPARISON ANALYSIS

Different types of Compression techniques and Contrasting them:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lempel-Ziv-Welch Coding</th>
<th>Huffman Coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Dictionary-based</td>
<td>Entropy-code</td>
</tr>
<tr>
<td>No. of passes</td>
<td>One</td>
<td>Two</td>
</tr>
<tr>
<td>Complexity</td>
<td>Simple and Easy</td>
<td>Quite Complex</td>
</tr>
<tr>
<td>Execution</td>
<td>Faster</td>
<td>Slower than LZW</td>
</tr>
<tr>
<td>Prior info</td>
<td>Not required</td>
<td>Required</td>
</tr>
<tr>
<td>Versatility</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Static Coding</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

PSEUDO CODE of Lempel-Ziv-Welch Coding

Initialize table with single character strings
Ps = first input character
while(!eos=end)
  Cs = next_input_character
  IF Ps + Cs is in the string table
    Ps = Ps + Cs
  ELSE
    output for Ps
    add Ps + Cs to the string table
    Ps = Cs
  END of WHILE
Output code for Ps

IV. Conclusion and Future Work

Compressing aids us in reducing files’ size by keeping almost same quality and making perfect use of memory. Indeed it’s a most useful and significant technique which will probably need in the near future with some extra efficiency and optimizing tools. Depending on the day-to-day essence, this will be required an update. Meeting the expectations of users, this compression engine is made and for any changes or improvements to be included in this in future, the improvement could be improving the quality(no quality loss) of image of the output than we have right now and also decreasing the processing time with an increment in performance and speed. And lastly, we are about to include video compression which is very important.

In this modern world, shorter sized files are chosen over larger ones. Thus to have more free memory, everyone tries to use this compression and maintain the same quality as such in the upcoming years.
REFERENCES


