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Abstract: Data mining and machine learning plays an extensively crucial role in the application of medical diagnosis. Consequently, several forms of analysis are ongoing to better predict the diseases and improved the quality of diagnosis. The existing analysis suffers with high dimensionality and imbalanced class distribution problem. Due to this issue, various classification algorithms prejudice over the majority classes, while ignoring the minority classes. This leads to the misprediction while predicting some rarely possible diseases. This research paper aims to increase the classification accuracy of various classifier over healthcare data. This research proposed a hybrid approach of both Principle Component Analysis (PCA) and Synthetic Minority Oversampling Technique (SMOTE) to reduce the high dimensional imbalanced class distribution problem. Then the resultant dataset is applied to the various classifier, and compared based on the evaluation metrics.
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I. INTRODUCTION

In the information age, the data are plentiful. The demands of information management, research, and analysis have become more and more important. Todays, the amount of data generated and gathered has been increasing rapidly. This explosive growth in data need for new techniques and tools that can intelligently and automatically analyze relevant data. The traditional methods were too time-consuming to cope with the massive quantities of data. As a result, data mining has become a very important research topic to enhance the value of existing information resources [41]. Currently data mining is an emerging trends and it is widely used in almost all the application like medical diagnosis, share market analysis, fraud detection, banking, finance, spam Email filtering to discern the sentiment, educational institute and others.

According to Holsheimer M, Siebes A, 1994 [47], data mining can be defined as the non-trivial process of extracting implicit, a priori unknown useful information (such as knowledge rules, constraints, and regularities) from the stored data. Data mining techniques can be implemented rapidly on existing platforms to enhance the value of existing information resources, and can be integrated with systems as they are brought on-line. Data mining is a process of extracting or discovering a knowledge from huge volume of datasets and it is currently analyzing and exploring a large volume of information to glean meaningful trends and patterns [1]. It is different from the other technology because it follow broader concepts, with various steps to it. In data mining, the data is being pre-processed, normalized, redundancy of data are rectified and noise will be minimized and then the data mining technique such as association rule mining, clustering, classification, etc., will be applied. Finally, the result of the applied mining technique will be evaluated and analyzed.

In data mining, classification is a task of data analysis. It is termed as the process of building a classifier model that demonstrates and distinguishes the various concepts and classes of the data. The classification process is mainly consist of two phases called training set and testing set [18]. Initially the dataset is divided into some specific ratios according to its size for train and test purposes. In training phase, to construct the classifier model and to give learning to the model using training dataset. Whereas in testing phase, classification model is used to predict the corresponding class label while randomly, give some test data. It is a type of supervised learning mechanism.

Fuzzy data mining methods can mean data mining methods that are fuzzy methods as well. On the other hand, it can also mean approaches to analyze fuzzy data. Fuzzy methods conceptions are different. Fuzzy data mean imprecise, vague, uncertain, ambiguous, inconsistent and/or incomplete data. Therefore, the source of uncertainty is the data themselves. It is very important to develop methods that are able to handle this kind of data because data from several information sources might be fuzzy. Rudolf Kruse [42] stated that data mining is essentially a circular process that can trigger a re-execution of the data preparation and model generation steps. In this process, fuzzy set methods can profitably be applied in several phases - Business understanding and Data understanding phase, data preparation phase, modeling phase and finally evaluation phase.
According to Zadeh LA, 1965 [46], Fuzzy logic works with reasoning rules which is approximate and intuitive. The fuzzy logic allows us to define values without specifying a precise value. Fuzzy sets are a generalization of traditional sets. The \( \mu_{VLpH}(X) = 0 \) and \( \mu_{VLpH}(X) = 1 \) cases which would correspond to conventional sets, are just special cases of fuzzy sets. The use of fuzzy sets defined by means of membership functions in logic expressions is called Fuzzy Logic. Hence, it is possible to write a set of rules representing the relation between input and output variables. These rules present the format ‘if-then’, and are made up of an antecedent and a consequent. A fuzzy rule ‘if-then’ is a structure for representing imprecise knowledge. The following illustrate briefly these logic interferences:

a. If \( x \) is \( A \) then \( y \) is \( C \)  

b. If \( x \) is \( A \) and \( z \) is \( B \) then \( y \) is \( C \)

The process of extracting knowledge from a database is called Knowledge Discovery in Databases (or KDD). KDD has evolved from the intersection of research fields such as machine learning, pattern recognition, databases, statistics, artificial intelligence, computational intelligence, etc. This process is made up of several stages ranging from data preparation to achievement of results. The additional steps in the KDD process are essential to ensure that useful knowledge is derived form the data. They are data selection, data cleaning, incorporating appropriate prior knowledge, and proper interpretation of the results. In KDD, one of the stages is called data mining (DM).

1.1 Existing Problem & Challenges

As the basis for data mining, healthcare data deliver enormous benefits. Data mining is becoming increasingly prevalent in healthcare. Applications for data mining will greatly benefit all interested parties in the healthcare sector. Data mining will benefit healthcare sector as doctors recognize appropriate therapies and best practices, and patients access more and more accessible healthcare services. Classification algorithms are widely used in healthcare sector. It usually construct a classifier model to classify the dataset based on its class label. However, it classifies the dataset in an efficient way it would always incapable to produce the reliable model on the enormous amount of datasets. The huge volume of dataset holds numerous redundant and irrelevant features that misinform the classifiers. Furthermore, an enormous amount of dataset have an imbalanced class distribution, which leads prejudice over the majority class in the classification process. Therefore, the classifier misclassify with the majority classes and ignore the minority classes. So the prediction of medical diagnosis will be highly affected while predicting very rarely possible diseases. In this study, it will concentrate on imbalanced dataset and to increases the classification accuracy. Some widely used classification algorithms are Tree based, Rule based, Lazy learners and neural networks. In this paper, it is proposed to use some of the algorithm in the experimentation.

1.2 Proposed Solution

Due to the advancement of technologies and heterogeneous platforms huge amount of data is generated which leads to mislabeled records, incorrect data, missing values and noise. In the existing system, they invented so many Resampling technique such as random under sampling, random over sampling, cluster based over sampling and SMOTE are used in order to increase the classification accuracy. However, they only focus on balance the class distribution and it not work with high dimensionality data problem and it will also increasing the noise factor. To address these issues, we proposed a hybrid approach. Initially PCA and Feature selection techniques are used as to reduce the high dimensionality of the dataset, which can lead to the dataset as dimensions free. This work eliminates the imbalance issues by using SMOTE algorithm. It is an oversampling algorithm and it balances the dataset by adding synthetic instances by calculating the Distances between the samples of training dataset and the samples of minority class.

The rest of paper is organized as follows: Section 2 described existing literature and related work regarding the paper. Section 3 described about the proposed algorithm, and their methodologies is clearly explained in corresponding subsections. Experimental evaluation of the proposed method, description about the dataset and their respective results is clearly described in section 4. Finally, the paper is concluded in section 5.

II. LITERATURE REVIEW AND RELATED WORKS

A comprehensive survey of data mining summarized the requirements and challenges of data mining, which included handling different types of data, efficiency and scalability of data mining algorithms, usefulness, certainty, and expressiveness of data mining results, expression of various kinds of data mining results, interactive mining knowledge at multiple abstraction levels, mining information from different sources of data, and protection of privacy and data security. Some of these requirements may carry conflicting goals. Therefore, different techniques are used to address some of these problems.

Researchers have performed different experiments on medical datasets by exploiting feature selection and multiple classifiers techniques. The enormous growth of data size and the number of existing databases exceeds the human capacity to analyze the huge volume of data, which creates both an opportunity and a need to extract knowledge from databases.

Data mining is a process of nontrivial extraction of implicit, previously unknown and potentially useful information from data [41]. Data mining techniques can be implemented rapidly on existing software and hardware platforms to enhance the value of existing information resources, and can be integrated with new products and systems as they are brought on-line. Balazs Feil, 2008 [33] stated that the goals of data mining were achieved via clustering, summarization, regression, segmentation and change and deviation detection methods.

Gözde Ulutagay, 2016 [34] stated that uncertainty was a widespread phenomenon in data mining problems. The ongoing challenges of uncertainty give rise to a plethora of knowledge extracting methods that use fuzzy logic. It aimed to present recent outstanding developments and trends in the theory and algorithms of data mining using fuzzy logic.

Jianxiong Luo, 1999 [37] explored integrating fuzzy logic with data mining methods for intrusion detection. The integration with fuzzy logic could produce more abstract and flexible patterns for intrusion detection, since many quantitative features are involved in intrusion detection and security itself is fuzzy. Xie, 2006 [39] proposed fuzzy decision tree and simple fuzzy logic rules to solve both classification and prediction problems for fuzzy logic data mining and machine learning. This approach was used to interpret the information of the tree only if the accuracy of the training set using these rules is reasonably close to the accuracy using fuzzy decision tree.
Corrado Mencar et al, 2007 [35] described and commented a number of issues that need to be addressed to provide for understandable patterns. A careful consideration of all such issues might end up in a systematic methodology to discover comprehensible knowledge from data. J. Aroba, 2007 [36] applied a set of clustering algorithms based on fuzzy logic and data mining and allowed to obtain data in the form of linguistic rules and charts about the behavior and odiel river estuary affected by acid mine drainage. Z. Qian et al. 2012 [40] devised an algorithm for data mining based on Fuzzy Logic in establishing the eigen set of latent relationships of data. The algorithm was propitious to improve the efficiency of data mining.

Balazs Feil, 2008 [33] aimed to give a comprehensive view about the links between fuzzy logic and data mining. Here, knowledge extracted from simple / huge databases could be represented by fuzzy rule-based expert systems. It was highlighted that both model performance and interpretability of the mined fuzzy models were of major importance. S. Tanega et al. 2016 [38] developed a new algorithm to handle the classification by using fuzzy rules on the real world data set. The proposed algorithm catered in handling admission of students to various Universities by classifying them. They proved that their algorithm was more efficient than others in terms of performance.

SMOTE [3] is the best technique to make the dataset as a balanced compared to various under and oversampling technique. The authors were used to proving a using various classifiers and they showed their result in various recall, precision, f-measure to prove their technique produced the better performance. SMOTE [1] increased the classification performance of various lazy learners, rule-based induction models, and tree-based models. The author showed that the majority of classification techniques performed better over balanced dataset.

SMOTE and ensemble machine learning approach [4] suggested for predicting diabetes mellitus. The authors took diabetes dataset [imbanced] and applied random under sampling and SMOTE technique into the dataset to make them as balanced. Finally, the resultant dataset is applied to J48, NB tree, Logistics and random forest classifier and proven that SMOTE technique performs better over the imbalanced data compared to random under sampling. A study on SMOTE [20] enhanced the accuracy of different induction and decision tree models in order to predict kidney diagnosis of patients is presented. It is concluded that the accuracy of SMOTE on decision tree is better than rule-based models.

In a modified Principal Component Analysis [43] is presented for symmetric fuzzy data. According to Krol, 2006 [44], they deal with models on the basis of fuzzy data. There are algorithms to cluster, to classify or to visualize fuzzy data [45].

A comparative analysis using cardiotocography data is [2] presented. It enhanced the classification performance of classifier using feature selection and normalization technique. They are using J48, IBK, Logistic, SMO, Random Forest and Naive Bayes classifier in their experimentation work. A study [27] on numerous data mining classification techniques is presented. It included the genetic algorithm, KNN, SVM, C4.5, CART, etc., the pros and cons of each algorithm was described. A study on classification algorithms [10] on crime and accident in a city of USA. They analyzed five classification algorithms such as JRIP, Naive Bayes, J48, BayesNet, and Decision Table. It is concluded that the JRIP and decision table provides the highest accuracy.

It is proposed a new under sampling algorithm [5], in that they used different strategy to select nearest neighbors from the majority class and proven that it can provide better classification performance over various classifier.

### III. PROPOSED ALGORITHM

The entire knowledge available in a high dimensional imbalanced dataset is not always necessary to define various categories represented in the dataset. Though the ML and DM techniques are suitable for handling data mining problems, they may not be effective for handling high dimensional imbalanced data. When classifier deals with imbalanced dataset it did not classify properly to predict the output and another major issues in that is high dimensionality over the dataset. When the dimension of the input data increases, the accuracy and efficiency of the result produced by the DM algorithm will decreases rapidly. This inspires the need for the efficient feature selection process in the area of data mining. The process of feature selection transforms the original high dimensional feature vector into low dimensional feature vector. The main objective of feature selection is to reduce the high dimensional of the original dataset and to improve the mining performance such as predictive accuracy, speed of learning, etc.

#### 3.1 Visualization of Data

Since in practical DM problems high dimensional data have to be dealt with, in most of the cases it would be very useful if we could see the structure of these data in a low dimensional space. The reduction of dimensionality of the feature space is also important because of the curse of dimensionality. In a nutshell, same number of examples fills more of the available space when the dimensionality is low, and its consequence is that exponential growth with dimensionality in the number of examples is required to accurately estimate a function.

Two general approaches for dimensionality reduction are feature extraction and feature selection. Feature extraction includes transforming the existing features into a lower dimensional space, and feature selection includes selecting a subset of the existing features without a transformation. Feature extraction means creating a subset of new features by combination of existing features. These methods can be grouped based on linearity. A linear feature extraction or projection expresses the new features as linear combination of the original variables. The type of linear projection used in practice is influenced by the availability of category information about the patterns in the form of labels on the patterns. If no category information is available, the Eigenvector projection (or PCA) is commonly used.

Principal Component Analysis (PCA) takes a data set X = [ x1, x2, … xN ]′ where xN = [ x1,k, x2,k, … xN,k ]′ is the kth sample or data point in a given orthonormal basis in and finds a new orthonormal basis U = [ u1, u2, … uk ] where uK = [ u1,k, u2,k, … uK,k ]′ with its axes ordered. This new basis is rotated in such a way that the first axis is oriented along the direction in which the data has its highest variance. The second axis is oriented along the direction of maximal variance in the data, orthogonal to the first axis. Similarly, subsequent axes are oriented so as to account for as much as possible of the variance in the data, subject to the constraint that they must be orthogonal to preceding axes. Consequently, these axes have associated decreasing 'indices', i.e., i=1,2,...,n, corresponding to the variance of the data set when projected on the axes. The principal components are the new basis vectors, ordered by their corresponding variances. The vector with the largest variance corresponds to the first principal component.
And another major issues in that is, imbalanced class distribution problem. While the Classification and prediction is highly affected because of the imbalanced class problem. Classifier may misclassify over the majority class instances, it will ignore the minority class instances. It may leads to the severe drawback while diagnosis the very rarely predicted diseases and it will definitely misprediction while diagnosis. Hence, it is introduced an effective hybrid approach to overcomes these issues. It combines feature selection technique (PCA) with SMOTE. PCA does dimensionality reduction and SMOTE balances the imbalanced class distribution.

In dataset each objects is classified based on its similarities. In DM, the main aim of the classification algorithm is to accurately predict the target class of objects. In our experimentation study, we used Lazy learners (IBk, Kstar), Rule based (Jrip, Ridor), Tree based (J48, NB Tree) algorithms. These algorithms are currently widely used in medical diagnosis. Table 1 describes the entire algorithms used in this study.

<table>
<thead>
<tr>
<th>Category</th>
<th>Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lazy learners</td>
<td>IBk, Kstar</td>
</tr>
<tr>
<td>Rule based</td>
<td>Jrip, Ridor</td>
</tr>
<tr>
<td>Tree based</td>
<td>J48, NB Tree</td>
</tr>
</tbody>
</table>

IBK denotes Instance based k-nearest Neighbors algorithm and it is developed [7]. It is one of the type of lazy learner, which implements the K-nearest neighbor algorithm, as if it generates a model for classification at the testing phase, Kstar is an instance-based classifier and it is a lazy learner. Jrip is also said to be RIPPER (Repeated incremental pruning to produce error reduction). It is one of the most popular ruled based algorithm. It usually divides the dataset into classes and generates rules includes all the attribute of the class and same process with all other classes. Another rule-based algorithm it is used in this research is Ridor. Ridor denotes Ripple Down Rule learner and it works in two phases. Initially the default rules are constructed, in phase two; exceptions are produced for the rules generated by default with lowest error rate.

In tree based, we used J48 and Naive Bayes classifier. J48 is also known as ID3 algorithm and it generates the decision trees at the time of classifying the data. Naive Bayes classifier is the widely used classifier and it is developed in [7]. It consist of conditional probabilities. It usually needs less training data to build a model.

Table 1: Algorithms used

The proposed framework deals with the high dimensional imbalanced class distribution problem. The main objective of this work is to increase the classification accuracy of the various classifier. The proposed work consist of two main techniques. The functionality of the proposed framework is detailed in Fig.1.

Fig.1. Functionality of the Proposed Model

Initially the raw data is taken from repository, and then preprocessed the raw data using Weka datamining tool [1]. The preprocessed dataset is in .arff format. Then if the dataset have the existence of high dimensionality, we will perform PCA else check whether it have imbalanced class problem or not. If yes, apply SMOTE then evaluate the classifier accuracy and analyze the result using various metrics. The detailed description of SMOTE and PCA will be seen in following sub-section and the algorithm of the proposed model is given as follow.

3.2 Methodology

This section focus the suggested approaches for conducting the study. The main aim of this work is to increase the accuracy of the classifier over the medical datasets. This work consist of three main stages of process. The first stage is to calculate the accuracy of original datasets. The second stage is to apply PCA over the dataset and retrieve the accuracy and the third stage is to apply SMOTE over the retrieved dataset from PCA. Finally, the resultant accuracy will shows the overall performance of the various classifier after applying SMOTE along with PCA.

Algorithm 1: Proposed Model

1. Procedure Model()
2. INPUT = Medical dataset
3. OUTPUT = Synthetic Minority Oversampling technique with PCA
4. If high dimensional data exists
5. DO
6. PCA feature Selection Technique
7. ELSE
8. Check for balanced data class
9. IF(dataset!=balanced data)
10. THEN
11. Apply SMOTE
12. Calculate the accuracy of the dataset
13. Evaluate the model
14. End

3.2.1 SMOTE

SMOTE algorithm [3, 17, 23, 26, 29, 32] transforms the imbalanced class distribution to the balanced class distribution [3]. This approach is motivated by a technique which proven to be successful in the recognition of handwritten characters [11]. Various oversampling and under sampling technique is available to address the imbalance class problem but that is does not much effective when compared to SMOTE. While dealing with imbalanced class problem, SMOTE synthetics a new artificial minority class instance [29] and match up with the majority class sample rather than doing under sampling or oversampling without replacement. With the following steps, SMOTE creates a new synthetic minority samples:

1. Initially, take the difference between a feature vector (minority class sample) and one of its k nearest neighbors (minority class samples).
2. Then, multiply this difference by a random number between 0 and 1.
3. Finally, add this difference to the feature value of the original feature vector, thus a new feature vector is created [13].

SMOTE creates an artificial instance is showed below with an example. Assume a feature vector (7, 3) and its nearest datapoint is (5, 4).

Let:
- $F_{11}$ is the first feature value of first data point.
- $F_{21}$ is the first feature value of second data point.
- $F_{12}$ is the second (nearest) feature value of first data point
- $F_{22}$ is the second (nearest) feature value of second data point.

Perform the $F_{new1} = F_{21} - F_{11}$
$F_{new2} = F_{22} - F_{12}$

As a result
$F_{new1} = (5-7) = -2$; $F_{new2} = (4-3) = 1$;

The below given formula will be used to generating the new instance:

$(F_{new1}, F_{new2}) = (F_{11}, F_{12}) + \text{Rand}(0-1)* (F_{new1}, F_{new2})$

$(F_{new1}, F_{new2}) = (7, 3) + \text{Rand}(0-1)*(-2, 1)$
$= (7, 3) + (0.2)*(-2, 1)$
$= (7, 3) + (-0.4,-0.2)$
$= (6.6, 2.98)$ is the newly created datapoint of the taken example.

Rand (0-1) will randomly generate the number between 0 to 1.

The resultant shows the newly synthetic data point and the below example shows how exactly SMOTE works to create the artificial sample. The same procedure will follows until reaches the minority classes matches the majority classes. Though SMOTE produce the instance artificially but it does not much practically effective on high dimensional data. So we applied PCA along with SMOTE to overcome the high dimensionality imbalanced data problem.

3.2.2 Principle Component Analysis

In data mining and machine learning, classification algorithms always suffers while dealing with high dimensional data. Traditional classification algorithms can achieve better performance in low-dimensional data, and have poor performance with high-dimensional data [15]. For example, when classification algorithm working with text classification and recognitions systems, data usually can hold thousands or even millions of dimensions. It does directly work with the original data; a model typically comes up that is so complex that it is possible to occur overfitting problem [25].

In addition, the inconsistency and noise interference that high-dimensional data cannot even get rid of increases computational complexity and extend the training time. Hence, the computational complexity of high-dimensional data must be reduced which will increase the efficiency of the classification algorithm [12]. So we used PCA along with SMOTE. It is among the most popular feature extraction method. It is mainly for dimensionality reduction in which it transforms data from higher dimension to lower dimension. It is a way of identifying
patterns in data and expressing the data in such a way to highlight their similarities and differences. The following example show how exactly PCA deal with high dimensional data shown in Table II.

### Table II: Algorithms used

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>2.4</td>
</tr>
<tr>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>2.2</td>
<td>2.9</td>
</tr>
<tr>
<td>1.9</td>
<td>2.2</td>
</tr>
<tr>
<td>3.1</td>
<td>3.0</td>
</tr>
<tr>
<td>2.3</td>
<td>2.7</td>
</tr>
<tr>
<td>2.0</td>
<td>1.6</td>
</tr>
<tr>
<td>1.9</td>
<td>1.6</td>
</tr>
<tr>
<td>1.5</td>
<td>1.6</td>
</tr>
<tr>
<td>1.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Let us consider each X and Y values are attribute value of data point.

**Step 1: Perform mean on both X and Y**

\[
\bar{X} = \frac{\sum_{i=0}^{n} X}{n} \quad \bar{Y} = \frac{\sum_{i=0}^{n} Y}{n}
\]

Mean value of x=1.81 and Mean value of y=1.91

**Step 2: Subtract the original X, Y value to the mean value, so that to make the data pass through the origin.** This process is known as Data Adjust. The resultant of data adjust will be shown in Table III.

### Table III: Resultant of Data Adjust

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.69</td>
<td>0.49</td>
</tr>
<tr>
<td>-1.31</td>
<td>-1.21</td>
</tr>
<tr>
<td>0.39</td>
<td>0.99</td>
</tr>
<tr>
<td>0.09</td>
<td>0.29</td>
</tr>
<tr>
<td>1.29</td>
<td>1.09</td>
</tr>
<tr>
<td>0.49</td>
<td>0.79</td>
</tr>
<tr>
<td>0.19</td>
<td>-0.31</td>
</tr>
<tr>
<td>-0.81</td>
<td>-0.81</td>
</tr>
<tr>
<td>-0.31</td>
<td>-0.31</td>
</tr>
<tr>
<td>-0.7</td>
<td>-1.01</td>
</tr>
</tbody>
</table>

The graph for the data adjust points, be like the following graph.

**Figure 2.** Graph for Data Adjust points

The mean of the data adjust resultant value would be zero, that is why the line will pass through the origin. It is noted that when plot the original X, Y data, the line will not directly pass through the origin, it will deviate from the origin so that we done data adjust.

**Step 3: Calculate the Covariance Matrix:** Covariance Matrix is a measure between two dimensions. They show how two variables vary together.

\[
\text{Cov}(X, Y) = \frac{\sum_{i=0}^{n}(X-\bar{X})(Y-\bar{Y})}{n-1}
\]

X denotes the original data point of x-axis

\(\bar{X}\) denotes the mean of X

Y denotes the original data point of y-axis

\(\bar{Y}\) denotes the mean of Y

N denotes number of observations

The following example shows the demonstration of covariance matrix. Let us take,
Here, $\bar{X} = 3.1; \  \bar{Y} = 11; \ n = 4$

$\text{Cov}(X,Y) = \frac{\sum_{i=0}^{n}(2.1-3.1)(8-11)+(2.5-3.1)(10-11)+(3.6-3.1)(12-11)+(4.0-3.1)(14-11)}{3}$

$= 2.26$

Note: we got positive value, which means that it would vary in the same direction (X increases, y also increases).

**Step 4: What about Covariance Matrix?**

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>cov(X, X)</td>
<td>cov(X, Y)</td>
</tr>
<tr>
<td>Y</td>
<td>cov(Y, X)</td>
<td>cov(Y, Y)</td>
</tr>
</tbody>
</table>

The covariance matrix for the data considered is given as

$\text{Cov}(X,Y) = \begin{bmatrix}
0.616 & 0.6154 \\
0.615 & 0.7165 \\
\end{bmatrix}$

Since the non-diagonal elements in this covariance are positive, it can expect that both X and Y variable increases together.

**Step 5: Calculate the Eigen vectors and Eigen values for the covariance Matrix.**

Eigen vector is a projected vector from the data. It is normally perpendicular to the data or new direction in which the most significant data lies.

$\text{Eigen values} = \begin{bmatrix}
0.4908 \\
1.25402 \\
\end{bmatrix}$

$\text{Eigen vectors} = \begin{bmatrix}
-0.735 & -0.678 \\
0.677 & -0.731 \\
\end{bmatrix}$

The Eigen value 0.4908 will corresponding to the first column values of the Eigen vectors and the Eigen value 1.25402 will corresponding to the second column values of the Eigen vector. The most important (principal) Eigen vector would have the direction in which the variables strongly correlate.

**Step 6: The Eigen vectors with highest Eigen value will be chosen as the PCA, and then we ignore rest of the dimension.**

i. Given the n dimensions of the data (here n=2), so we will get 'n' Eigen vector

ii. Then choose P Eigen vector, where p<n, hence we reduce the original dimension

So now, we re-represent the entire data using the following formula (Note: The data we taken here is data adjust points)

Final data = Row feature vector * Row data adjust

Row feature vector is the matrix with the Eigen vectors in the column transposed, so that they are now in rows. Row data adjust is the mean adjusted data transposed (i.e.; the data items are in each column with each row holding a separate dimension. Final data is the final dataset, with data items in columns and dimensions along with rows

The original data had two axes [x, y]. Therefore, our data was in terms of them. Now they are in terms of Eigen vectors. The new dataset would have reduced its dimension, if we have chosen to cut an Eigen vector. The other transformation we can make is by taking only the Eigen vector with the largest Eigen value (Dimensionality reduction again).

**IV. EXPERIMENT AND RESULTS**

The proposed system is implemented using Windows 10 Operating Systems, Intel® Core™ i5 processor. For training and testing, the dataset is divided into 2:3 and 1:3 ratios respectively Core i5 processor having 12GB RAM capacity and in Java language. For evaluating the algorithms under consideration, it is used Cardiotocograms data from UCI Machine Learning Repository. The algorithms used in this dataset were extracted from ‘WEKA’ packages and incorporated into NetBeans. The suggested SMOTE along with PCA technique is designed in java and implemented over the algorithms.
For this study, it is gathered dataset from UCI machine learning repository [1]. It is used two types of datasets for this experiment. The first dataset belongs to the Cardiotocography and it has the measurements of FHR and uterine contraction (UC) features on CTG classified by expert obstetricians. Table IV gives the description of dataset. In this section the dataset description and the applied methodology is discussed. Initially the dataset has 2126 instances with 23 attributes. The first has 295 instances, the second class has 1655 instances and third class has 176 instances.

The CTGs were classified by three expert obstetricians and a consensus classification label assigned to each of them. Classification was both with respect to a morphologic pattern (A, B, C, ...) to a fetal state (N, S, and P). Therefore the dataset can be used either for 10-class or 3-class experiments. In this project, 3-class experiment is used. From the number of instances it is studied that the classes are not balanced. To overcome this difficulties the dataset must be made to balanced, that is synthetic instances are to be created to get a balanced dataset.

Table IV: Carditocography Dataset description

<table>
<thead>
<tr>
<th>S.NO</th>
<th>ATTRIBUTE NAME</th>
<th>TYPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LB</td>
<td>Real</td>
</tr>
<tr>
<td>2</td>
<td>AC</td>
<td>Real</td>
</tr>
<tr>
<td>3</td>
<td>FM</td>
<td>Real</td>
</tr>
<tr>
<td>4</td>
<td>UC</td>
<td>Real</td>
</tr>
<tr>
<td>5</td>
<td>DL</td>
<td>Real</td>
</tr>
<tr>
<td>6</td>
<td>DS</td>
<td>Real</td>
</tr>
<tr>
<td>7</td>
<td>DP</td>
<td>Real</td>
</tr>
<tr>
<td>8</td>
<td>ASTV</td>
<td>Real</td>
</tr>
<tr>
<td>9</td>
<td>MISTV</td>
<td>Real</td>
</tr>
<tr>
<td>10</td>
<td>ALT</td>
<td>Real</td>
</tr>
<tr>
<td>11</td>
<td>MLTV</td>
<td>Real</td>
</tr>
<tr>
<td>12</td>
<td>Width</td>
<td>Real</td>
</tr>
<tr>
<td>13</td>
<td>Min</td>
<td>Real</td>
</tr>
<tr>
<td>14</td>
<td>Max</td>
<td>Real</td>
</tr>
<tr>
<td>15</td>
<td>Nmax</td>
<td>Real</td>
</tr>
<tr>
<td>16</td>
<td>Nzero</td>
<td>Real</td>
</tr>
<tr>
<td>17</td>
<td>Mode</td>
<td>Real</td>
</tr>
<tr>
<td>18</td>
<td>Meta</td>
<td>Real</td>
</tr>
<tr>
<td>19</td>
<td>Median</td>
<td>Real</td>
</tr>
<tr>
<td>20</td>
<td>Variance</td>
<td>Real</td>
</tr>
<tr>
<td>21</td>
<td>Tendency</td>
<td>Real</td>
</tr>
<tr>
<td>22</td>
<td>FHR pattern class code</td>
<td>Real</td>
</tr>
<tr>
<td>23</td>
<td>Fetal state class code</td>
<td>categorical</td>
</tr>
</tbody>
</table>

Summary of Carditocography Dataset is as follows.

# Instances: 2126, #Attributes: 23, #Classes: 3 (One, Two, Three).

Attribute Characteristics: Real, Associated Tasks: Classification.

The performance of machine learning algorithms is typically evaluated by a confusion matrix as illustrated in Table V (for a 2-class problem). The columns are the Predicted class and the rows are the Actual class. In the confusion matrix, TN is the number of negative examples correctly classified (True Negatives),

Table V: Confusion Matrix

<table>
<thead>
<tr>
<th>Actual Negative</th>
<th>Predicted Negative</th>
<th>Predicted positive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TN</td>
<td>FP</td>
</tr>
<tr>
<td>Actual Positive</td>
<td>FN</td>
<td>TP</td>
</tr>
</tbody>
</table>

FP - the number of negative examples incorrectly classified as positive (False Positives), FN is the number of positive examples incorrectly classified as negative (False Negatives) and TP is the number of positive examples correctly classified (True Positives). Predictive accuracy is the performance measure generally associated with machine learning algorithms. The evaluation metrics used in this work are,

\[
\text{Accuracy} = \frac{tp+tn}{tp+tn+fp+fn} \quad (1)
\]

\[
\text{Precision} = \frac{tp}{tp+fp} \quad (2)
\]

\[
\text{Recall} = \frac{tn}{tn+fp} \quad (3)
\]

\[
F - \text{measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4)
\]
For Evaluation of imbalanced and balanced dataset, the algorithms like Jrip, Ridor, J48, Naive Bayesian Tree, IBK and K-star are used. The accuracy of the Carditocography data is calculated and it is summarized in the following tables below. The algorithm listed in Table VI is applied with both SMOTE and PCA techniques are applied and their respective results were listed in below following tables.

In the first stage, we applied SMOTE to the dataset, then we compare the accuracy of original dataset and SMOTE applied dataset of various classifiers used and it is shown in table 6 and the comparison graph is given in figure 3. It is found that IBK produce better accuracy in both original dataset and SMOTE applied dataset.

Table VI: Accuracy of classifier between original dataset and SMOTE applied dataset over Cardiocography

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Original Dataset</th>
<th>SMOTE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Precision</td>
</tr>
<tr>
<td>IBK</td>
<td>98.96</td>
<td>0.99</td>
</tr>
<tr>
<td>Kstar</td>
<td>94.21</td>
<td>0.941</td>
</tr>
<tr>
<td>Jrip</td>
<td>98.63</td>
<td>0.986</td>
</tr>
<tr>
<td>Ridor</td>
<td>97.69</td>
<td>0.977</td>
</tr>
<tr>
<td>J48</td>
<td>98.68</td>
<td>0.987</td>
</tr>
<tr>
<td>NB Tree</td>
<td>90.59</td>
<td>0.921</td>
</tr>
</tbody>
</table>

& *Highest accuracy indicates in terms of bold.

![Fig.3: Comparison of accuracy with original dataset and SMOTE applied dataset](image)

In the second stage, we applied SMOTE along with PCA over the dataset. Since PCA reduce the dimensionality of the data set, it can able produce better accuracy. The results are compared with SMOTE and it is listed in Table VII and comparison graph is given in figure 4. It shows that SMOTE with PCA produce better accuracy than SMOTE except for Jrip and Ridor algorithm.

Table VII: Accuracy of classifier between SMOTE and SMOTE along with PCA over Cardiocography

<table>
<thead>
<tr>
<th>Classifier</th>
<th>SMOTE</th>
<th>SMOTE with PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Precision</td>
</tr>
<tr>
<td>IBK</td>
<td>99.21</td>
<td>0.992</td>
</tr>
<tr>
<td>Kstar</td>
<td>94.52</td>
<td>0.945</td>
</tr>
<tr>
<td>Jrip</td>
<td>98.87</td>
<td>0.989</td>
</tr>
<tr>
<td>Ridor</td>
<td>98.52</td>
<td>0.985</td>
</tr>
<tr>
<td>J48</td>
<td>98.61</td>
<td>0.986</td>
</tr>
<tr>
<td>NB Tree</td>
<td>94.65</td>
<td>0.951</td>
</tr>
</tbody>
</table>

& *Highest accuracy indicates in terms of bold.
The final stage is to compare the accuracy of algorithms over original dataset and after applied SMOTE with PCA dataset. The results are listed in Table VIII and also the corresponding graph is given in figure 5. It is seen that balanced and low dimensional dataset (i.e.) of the proposed SMOTE with PCA produce better accuracy than the others.

Table VIII: Results

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Original Dataset</th>
<th>SMOTE with PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Precision</td>
</tr>
<tr>
<td>IBK</td>
<td>98.96</td>
<td>0.99</td>
</tr>
<tr>
<td>Kstar</td>
<td>94.21</td>
<td>0.941</td>
</tr>
<tr>
<td>Jrip</td>
<td>98.63</td>
<td>0.986</td>
</tr>
<tr>
<td>Ridor</td>
<td>97.69</td>
<td>0.977</td>
</tr>
<tr>
<td>J48</td>
<td>98.68</td>
<td>0.987</td>
</tr>
<tr>
<td>NB Tree</td>
<td>90.59</td>
<td>0.921</td>
</tr>
</tbody>
</table>

*Highest accuracy indicates in terms of bold.

In Fig.3,4,5 shows the overall comparison of the various technique used for the experimentation. In that X-axis represent the various classifier used, Y-axis represents the percentage of accuracy. After analyzing the various classifier performance over SMOTE and our proposed SMOTE with PCA, it is found that our approach (SMOTE with PCA) performs better over the imbalanced dataset, produce the better accuracy, and visually represents that in Fig.3. Lazy learner Kstar classifier is recorded better performance with our approach and it has 99.67% accuracy.
V. CONCLUSION & FUTURE ENHANCEMENTS

Data mining is a process of discovering useful patterns from a large set of data. Data mining is mostly used in large information processing applications including Healthcare. Classification technique of data mining classifies the data into a set of classes based on some attributes for further processing. A hybrid algorithm to handle the classification by using fuzzy data mining on the Healthcare data set.

The Cardiotocography dataset for classification of fetal state class was analyzed using Jrip, Ridor, J48, NBStar, IBk, and Kstar classifiers. Due to huge amount of data, the data are imbalanced and to balance the data SMOTE and proposed SMOTE methodology along with PCA are used, in which it is identified that SMOTE with PCA provides more balanced data set than SMOTE. The results showed that the classification performance on balanced and low dimensionality data provides enhanced performance when compared to imbalanced data. A hybrid algorithm to handle the classification by using fuzzy data mining on the Healthcare data set.
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