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INTRODUCTION 
Phonetics is part of the linguistic sciences. It 

is concerned with the sounds produced by the 

human vocal organs, and more specifically, 

the sounds which are used in human speech. 

One important aspect of phonetic research is 

the instrumental analysis of speech. This is 

often referred to as experimental phonetics, or 

machine phonetics. The instrumental analysis 

is performed using one or many of the 

available instruments. These include X-ray 

photography and film, air-flow tubes, 

electromyography (EMG), spectrographs.  

 

The aim for most of these methods is to 

visualize the speech signal in some way, and to 

try and capture some aspects of the speech 

signal on paper or on a computer screen. Today 

the computer is the most readily available and 

used tool. We are making use of MATLAB 

software to process the speech. With the 

computer the analysis process is much simpler 

and usually faster than with other tools, 

however, it does not necessarily produce a result 

of higher quality 

ABSTRACT 
In speaker Identification systems both parametric and nonparametric probability modeling is used. The 
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The process of automatically recognizing 

who is speaking by distinguishing qualities 

in the speaker’s voice is called speaker 

recognition. For this purpose it is important to 

preserve the speaker specific information in 

the speech signal. This is in contrast to the
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speech recognition task, where the linguistic content of 

the speaker’s voice signal is extracted. Speech 

recognition then corresponds to a classification 

problem. Only certain important features that are 

unique to individuals are extracted while other 

redundancies are discarded. 

The use of personal features, unique to all 

human being to identify or to verify a person`s 

identity is a field that is being actively 

researched. The speaker recognition system 

consists of the following steps :Speaker 

identification; in this system, when a user 

inputs a test utterance, the system will identify 

which of the speaker made the utterance 

according to the speech patterns stored in the 

database. Speaker Verification where the user 

inputs a test utterance together with his or her 

ID number, the system verifies a person`s 

identity claim by comparing the sample of 

their speech stored in the database to that of 

the claimed identity. In text independent, the 

user can utter any text during the identity 

claim. . In case of text dependent the 

restriction is that the text uttered during the 

test session should be identical to the one 

stored in the database. This is because the 

pattern extracted from the speech sample 

takes into account the word or text that is 

being uttered, therefore different text uttered 

from the same person will have different 

pattern. 

 

Feature Extraction 
The main objective of feature extraction is to 

extract characteristics from the speech signal 

that are unique to each individual which will 

be used to differentiate speakers. Since the 

characteristic of the vocal tract is unique for 

each speaker, the vocal tract impulse response 

can be used to discriminate speakers. The first 

step of feature extraction is pre emphasis. The 

purpose of pre emphasis is to offset the 

attenuation due to physiological 

characteristics of the speech production 

system and also to enhance higher frequencies 

to improve the efficiency of the analysis as 

most of the speaker specific information lies 

within the higher frequencies. 

The silence intervals are removed from the input 

speech based on an envelope threshold. The input 

signal is up-sampled, segmented to remove 

samples that fall below a threshold, and then re-

sampled back to the original sampling rate, and 

filtered to smooth out the discontinuities where 

pauses in active speech occurred. 

 
CEPSTRUM 

The cepstrum can be seen as information about 

rate of change in the different spectrum bands. It 

was originally invented for characterizing the 

seismic echoes resulting from earthquakes and 

bomb explosions. It has also been used to analyze 

radar signal returns. The cepstrum is a 

representation used in homomorphic signal 

processing, to convert (such as a source and 

filter) combined by convolution into sums of 

their cepstral, for linear separation. In particular, 

the power cepstrum is often used as a feature 

vector for representing the human voice and 

musical signals. For these applications, the 

spectrum is usually first transformed using the 

Mel scale. The result is called the mel-frequency 

cepstrum or MFC (its coefficients are called Mel-

frequency cepstral coefficients or MFCCs). It is 

used for voice identification, pitch detection and 

much more. The cepstrum is useful in these 

applications because the low-frequency periodic 

excitation from the vocal cords and the formant 

filtering of the vocal tract, which convolve in the 

time domain and multiply in the frequency 

domain, are additive and in different regions in 

the frequency domain. In order to obtain the vocal 

tract impulse response from the speech signal, a 

deconvolution algorithm known as the Mel 

Frequency Cepstrum Coefficient is applied. 

 

M= (log10 2) (log10 (1+f/1000)). 

 

This algorithm transforms the speech signal 

which is the convolution between glottal pulse 

and the vocal tract impulse response into a sum 

of two components known as the Cepstrum that 

can be separated by band pass linear filters, if 

there is no frequency overlapping 
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LPC 
LPC is frequently used for transmitting 

spectral envelope information, and as such it 

has to be tolerant of transmission errors. 

Transmission of the filter coefficients directly 

is undesirable, since they are very sensitive to 

errors. LPC analyzes the speech signal by 

estimating the formants, removing their 

effects from the speech signal, and estimating 

the intensity and frequency of the remaining 

buzz. The process of removing the formants is 

called inverse filtering, and the remaining 

signal after the subtraction of the filtered 

modeled signal is called the residue. The 

numbers which describe the intensity and 

frequency of the buzz, the formants, and the 

residue signal, can be stored or transmitted 

somewhere else. LPC synthesizes the speech 

signal by reversing the process: use the buzz 

parameters and the residue to create a source 

signal, use the formants to create a filter 

(which represents the tube), and runs the 

source through the filter, resulting in speech 

.Because speech signals vary with time, this 

process is done on short chunks of the speech 

signal, which are called frames; generally 30 

to 50 frames per second give intelligible 

speech. 

 

Vector Quantization 
Vector Quantization (VQ) modeling which is 

a nonparametric method is useful method for 

speaker identification. The algorithm is based 

on measurement of the similarity of 

distributions of features extracted from 

reference speech samples and from the sample 

to be attributed. The measure of feature 

distribution similarity employed is not based 

on any assumed form of the distributions 

involved. 

Vector quantization is based on the principle 

of block coding. In automatic speaker 

recognition, vector quantization is used to 

cluster or group together feature vectors 

extracted from the speech sample according to 

their sound classes i.e. quasi periodic, noise 

like and impulse like sound. Hence each 

cluster or centroid represents a different class 

of speech signal. This enables a text independent 

speaker recognition system to be realized 

because the speech vectors are not clustered 

according to the spoken words but clustering is 

based on sound classes (VQ) is a data 

compression Technique, with several successful 

applications in speech and image coding or 

speech/speaker recognition 

The algorithm used for vector parameters 

quantization is LBG (Linde-Buzo-Gray) 

algorithm [39]. A codebook may be small in the 

beginning and may be gradually expanded to the 

final size. One method is to split an existing 

cluster in two smaller clusters and assign a 

codebook entry to each. The following steps 

describe this method of designing the codebook: 

- create an initial cluster consisting of the entire 

training set; this initial codebook contains a single 

centroid for the entire set; - split this cluster in 

two sub clusters, getting a codebook of twice the 

size; repeat this cluster-splitting process until the 

codebook reaches the desired size, ideally each 

cluster should be divided by a hyperlink normal 

to the direction of maximum distortion 

 

Block Diagram of Basic VQ Training 

and Classification Vector 

 

In the testing or identification session, the 

Euclidean distance between the feature vector 

and codebook for each speaker is calculated and 

the speaker with the smallest average minimum 

distance is picked. The speaker models are 

constructed by clustering the feature vectors in K 

separate clusters. Each 
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cluster is then represented by a code vector, 

which is the centroid of the cluster. The 

resulting set of code vectors is stored in the 

speaker database. The matching of an 

unknown speaker is then performed by 

measuring the Euclidean distance between the 

feature vectors of the unknown speaker to the 

model of the known speakers in the database. 

The goal is to find the codebook that has the 

minimum distance measurement in order to 

identify the unknown speaker. 

 

Training Model Based On Clustering 

Technique: The way in which L training 

vectors can be clustered into a set of M code 

book vectors is by K-means clustering 

algorithm. Classification procedure for 

arbitrary spectral analysis vectors that chooses 

the codebook vector is by computing 

Euclidean distance between each of the test 

vectors and M cluster centroid. The spectral 

distance measure for comparing features 

viand v j is as in 

Clusters are formed in such a way that they 

capture the characteristics of the training data 

distribution. It is observed that Euclidean 

distance is small for the most frequently 

occurring vectors and large for the least 

frequently occurring ones. Clustering is a 

method to reduce the number of feature 

vectors by using a codebook to represent 

centers of the feature vectors (Vector 

Quantization). The LBG (Linde, Buzo and 

Gray) algorithm and the k-means algorithm 

are some of the most well known algorithms 

for Vector Quantization (VQ). The advantage 

of LBG lies in the generation of accurate 

codebooks with minimum distortion when a 

good quality initial codebook is used for LBG. 

However, due to the complexity, the 

computation cost is high 

 

Acoustic Vectors of Two Speakers 

Mixture Model 
A statistical model is a set of mathematical 

equations which describe the behavior of an 

object of study in terms of random variables 

and their associated probability distributions. 

If the model has only one equation it is called 

a single-equation model, whereas if it has 

more than one equation, it is known as a 

multiple-equation model. In statistics a 

mixture model is a probabilistic model for 

density estimation using a mixture 

distribution. A mixture model can be regarded 

as a type of unsupervised learning or 

clustering. Mixture models should not be 

confused with models for compositional data, 

i.e., data whose components are constrained to 

sum to a constant value (1, 100%, etc.). 

 

Gaussian Mixture Model (GMM): Gaussian

  mixture model  based  text- 

independent speaker verification has attracted 

the interests of many researchers in the past 

decade. In  many  speaker   verification 

applications, the accuracy and computational 

load are two major criteria for the selection of 

a proper system. Superior performance of 

some GMM variants compared to the other 

known method in this area has promoted 

enormous   new  ideas  to enhance  the 

performance  and/or   to  reduce  the 

computational complexity of the system. A 

variant of Gaussian mixture models which 

uses universal background model (GMM- 

UBM) method for speaker verification has 

established high performance in several NIST 

evaluations and has become the dominant 

approach   in   text-independent speaker 

verification 

Different procedures have been reported in the 

literature to speed up the computation in a 

GMM-UBM based speaker verification 

system while maintaining the system error rate 

in an acceptable range. Shinoda and Lee 

proposed a hierarchical structure of model 

common to all speakers’ GMMs and a multi- 

resolution GMM is used whose mean vectors 

are organized in a tree structure, with coarse- 

to-fine resolution when going down the tree 

[The resulting method is known as structural 

background model-structural Gaussian 
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mixture model (SBM-SGMM). To 

compensate the performance degradation 

resulted from the employment of such lower 

complexity methods, the application of a post 

processing block, such as a neural network or 

GMM Identifier is recommended. Gaussian 

Mixture Models (GMM) is among the most 

statistically mature methods for clustering 

(though they are also used intensively for 

density estimation). The concept of clustering 

includes that individual data points are 

generated by first choosing one of a set of 

multivariate Gaussians and then sampling 

from them...can be a well-defined 

computational operation. This optimization 

method is called Expectation Maximization 

(EM). 

Normal Distribution 

In probability theory and statistics, the normal 

distribution or Gaussian distribution is a 

continuous probability distribution that 

describes data that clusters around a mean or 

average. The graph of the associated 

probability density function is bell-shaped, 

with a peak at the mean, and is known as the 

Gaussian function or bell curve. 
 

 

Gaussian Curves 

The normal distribution can be used to 

describe, at least approximately, any variable 

that tends to cluster around the mean. The 

probability density function for a normal 

distribution is given by the formula 

 

 
 

Where μ is the mean, σ is the standard 

deviation (a measure of the “width” of the 

bell), and exp denotes the exponential 

function. 
Expectation Maximization (EM) 

The Expectation-maximization algorithm can be used 

to compute the parameters of a parametric mixture 

model distribution (the ai's and θi's). It is an iterative 

algorithm with two steps: an expectation step and a 

maximization step - 5 

a) The expectation step 

With initial guesses for the parameters of our 

mixture model, "partial membership" of each data 

point in each constituent distribution is computed 

by calculating expectation values for the 

membership variables of each data point. That is, 

for each data point xj and distribution Yi, the 

membership value yi,j is: 

Yi, j = aify (xy, 0j) / fx (xj) 
b) The maximization step 

With expectation values in hand for group 

membership, plug-in estimates are recomputed for 

the distribution parameters. The mixing 

coefficients ai are the means of the membership 

values over the N data points. 
 

 

The component model parameters θi are also 

calculated by expectation maximization using data 

point’s xj that have been weighted using the 

membership values. For example, if θ is a mean 

 
With new estimates for ai and the θi's, the 

expectation step is repeated to recomputed new 

membership values. The entire procedure is 

repeated until model parameters converge. 
 

The GMM Assumption 

There are K components (Gaussians) each k is 

specified with three parameters: weight, mean, 

covariance matrix. The Total Density Function is 

given by : 

 
Probability Density Function Normal 

Distribution Curves 
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K-Mean Clustering: 

Clustering algorithms are used to find groups 

of “similar” data points among the input 

patterns. K means clustering is an effective 

algorithm to extract a given number of 

clusters of patterns from a training set. Once 

done, the cluster locations can be used to 

classify data into distinct classes. 

 

Code Separated GMM: 
Here we use Quantization (VQ) modeling to 

speaker subgroups. The decision tree 

approach is applied to obtain distributed 

training for VQ model. GMM classification 

process is then employed on the initial result 

to achieve a final result. The efficiency of the 

model is evaluated by computational time and 

accuracy rate compared to GMM baseline 

models. Experimental result shows that the 

hybrid distributed VQ/GMM model yields 

better accuracy. Besides, it gives substantial 

reduction in processing time and is faster 

compared to GMM baseline models. The 

Decision Tree is one of the most popular 

classification algorithms in current use in data 

mining and machine learning. In speaker 

identification decision analysis, a decision 

tree can be used to visually and explicitly 

represent decisions and decision making. It 

advantages are it provide robustness and it can 

perform well with large data a short time. 

For VQ, the primary factor is the cookbook 

sizes [10], an experiment done by Kin Yu et 

al indicate that the optimum size is not 

dependent on the amount of training data. 

When a cookbook is generated, its only 

remains the centroid which can represent the 

whole cluster. The amount of data is 

significantly less, since the number of 

centroid is at least ten times smaller than the 

number of vectors in the original sample. This 

will reduce the amount of computations 

needed when comparing in later stages. In 

fact, VQ based solution is less accurate than 

the GMM. In our proposed hybrid modeling, 

we take the superiority of VQ, which is 

simplicity computation to distinguish between 

male and female speaker. 

Besides, we combine the decision tree 

function and VQ classification techniques in 

order to fixed identification errors in huge 

database, this approach is used to separate out the 

very confusable speakers prior in the same gender 

group. Later on, we make use of GMM merits to 

identify the speaker identity in the smaller 

subgroup. The overall structure of our hybrid 

system is depicted in fig. After feature extraction 

process, the speech signal will transform to a 

feature vector form. For the phase 1 of the 

classification, VQ classifier clustering the 

speaker model into two subgroup which is 

subgroup I and subgroup II, In Next stage we use 

GMM within individual subgroup to find the 

desired speaker. This process aims to solve the 

similarity speaker problem 

Speaker identification is the computing task of 

recognizing people's identity based on their 

voices. There are two main difficulties in this 

field. First is how to maintain the accuracy rate 

under large amount of training data. Second is 

how to reduce the processing time. Previous 

studies reported that Gaussian Mixture Model 

(GMM) for speaker identification appears to 

have many advantages. However, due to long 

processing time, this process does not always 

produce satisfying result in practice. Meanwhile, 

current mechanisms for hybrid production of 

speaker identification are directed more towards 

accuracy problems, not processing time 

optimization. This research focuses on 

constructing distributed data training on Vector 

Quantization and in order to make an 

improvement on the accuracy rate, we utilize 

dominance of GMM model to get the accuracy 

rates. GMM process will just applied in the 

particular subgroup to identify the speaker 

identity. 

 

SIS Using VQ and GMM 

While in n phase GMM classification engine will 

calculate log likelihood score for 
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subgroup training speaker data and save it into 

a speaker model. While in testing phase, a 

comparison about training speaker and testing 

speaker will be done. GMM classification 

engine will make a decision followed by 

maximum posteriori probability. On account 

of the GMM model just need to train speaker 

data in the subgroup instead training all 

speaker data, the computation time will 

decrease. 

 

Experimental Setup 
In this section, we describe the experiments 

carried out in order to test the different 

recognizers as stated as above and make a 

comparison result with our hybrid technique. 

Through a set of preliminary experiments. We 

performed our evaluation on the own database 

of different speech signals of different 

durations of 20 seconds, 40 seconds. In our 

database we have collected different speech 

signals over land-line phone, mobile phones 

and directly via mike. 

In very first set we kept training and testing 

speech sample identical. We performed all the 

Experiments for direct recording. Both 

training and testing speech samples are taken 

from direct recording database. 

First method evaluated uses GMM as pattern 

classification techniques. Table 1 shows the 

effect of increasing the speakers on 

performance of the GMM speaker 

identification system. The next method 

evaluated uses hybrid VQ decision/GMM as 

pattern classification techniques. Table 1 

show the effect of increasing the speakers on 

performance of the hybrid VQ/GMM speaker 

identification system. Accuracy starts off high 

and slowly declines. 

In next set the same procedure is followed for 

the mobile phone speech. It is found that the 

accuracy is decreased but here also and 

improved result is obtained when Hybrid 

method is used. 

In last set of experiment the speech samples 

for training is taken from direct recording and 

for test phase mobile phone speech sample is 

used. In this case there is a little improvement 

in the performance of hybrid method. It can be 

also be observed that even hybrid VQ 

decision/GMM speaker identification accuracy 

rate has decrease when the training data increase. 

 

Results 
The results of the all the three different sets of 

experiments (direct, mobile, and mixed mode) are 

shown. For all these Experiments were 

performed with 20 speakers. It is found that 

execution time is less in VQ/GMM than baseline 

GMM. Thus, our implementation can categorize 

as more amplified version for classification 

techniques in speaker identification system.. The 

results indicate that with the hybrid modeling, the 

performance of the speaker identification system 

is improved. Moreover, the speed of verification 

is significantly increased because number of 

features is reduced which consequently decrease 

the complexity of our identification system. 

All the result is summarized in table 1 in a 

compact manner. Some of the results are shown 

in bar Charts. 

 
Table 1. Accuracy (%) for All Three Sets of 

Experiments for 20 and 40 sec Training 

Speech. 
 

Conclusion 
In conclusion, this research successfully 

improves the computational time and accuracy of 

the text-independent speaker identification 

system. Future work will be 
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concentrating on investigation of the 

effectiveness of hybrid VQ decision/GMM 

for more robust speaker recognition. 

Investigation on a better adaptation function 

also will be done to ensure that the hybrid 

classifier get the better accuracy. VQ and 

GMM both has their advantages and 

disadvantages, both of their merits can used to 

recover their disadvantages of each other. We 

are intended to improve the computation, the 

approximation quality and the accuracy of the 

speaker identification system by the proposed 

method. 

 

Summary 
The principal contributions of this experiment 

are presented a series of evaluation and 

comparison performance. From the findings 

of the experiment, the proposed model - 

hybrid distributed VQ/GMM has been proven 

to be a powerful tool for text-independent 

speaker identification system. It has 

successfully achieved the goal of this research 

which is solving the time consuming issue for 

GMM model. Although hybrid distributed 

VQ/GMM that applied in this study has 

performed well for several comparisons in 

experiment, it retains some constraints. 
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