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Abstract—K means is a very popular algorithm for clustering data in data mining. It is widely used in many research areas because 

of its efficiency and simplicity. The paper reflects the methods such as normalization and initialization in order to improve the 

efficiency, accuracy and cluster quality of k- means algorithm. 
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I.  INTRODUCTION  

Data clustering is the technique of clustering the data into different groups and these formed groups are known as Clusters in Data 

mining [1]. Data elements are clustered into different groups based on the similarities and dissimilarities. Basic motive is to keep 

the similar data elements together in one group. The elements in one cluster have similar properties or similar behavior. For 

clustering the data we have many clustering algorithms [2]. K-means [3] is one of them that is widely used in research areas 

because its simplicity, scalability, flexibility and capability to handle large data sets. In k-means[10] we first arbitrary select mean 

values also called centroid from the given data set. Basically the number of mean values depends on the number of clusters we 

want to make that is if we want to make two clusters we select two mean values. Then we make clusters or we adjust other data 

elements in to the clusters by measuring the Euclidean distance[4] of the data element from that mean values. Basically we check 

the least distance and keep the data element in particular cluster which contain that mean value from where data element is having 

the least distance. After adjusting all the elements to different clusters we find the mean value of the data elements in the 

particular cluster in order to find again the mean then adjust elements again according these new mean values. This process 

continues and we will stop when we found no change in the clusters. In this way we get the final clusters. There were some 

weaknesses with this traditional k-means algorithm as we arbitrary choose mean values from the data set. So, if next time we 

choose different mean values from the previous one then it will give different clusters from the previous one. So, with different 

values it gives different clusters. So, with this we do not know with which mean values it will give accurate results. So, this 

traditional k-means algorithm doesn’t give good quality of clusters. There are many ways and methods to improve the k-means 

algorithm in order to make it more efficient so that it would give better quality of clusters. This paper aims to provide various 

methods and ways to improve the k-means method so that it would become more utilizable, more efficient for research purposes 

in the coming future. Basically in this paper we are going to discuss the ways to normalize the data set before making the clusters 

and also we will discuss the various initialization techniques that we can use to make better quality of clusters. 

II. NORMALIZATION 

In data transformation, data is transformed into the form appropriate for mining. Normalization [5] is one of the data 

transformation strategies. In Normalization [6] data attributes are scaled so as to fall within a particular smaller range such as -1.0 

to 1.0, or 0.0 to 1.0. For distance based methods, normalization helps to prevent attributes with initially large ranges. There are 

many normalization methods such as min-max normalization, z-score normalization, decimal scaling.     

A. Min-max normalization 

Min-max normalization [7] is the normalization technique that is used to perform the transformation on the original data. Suppose 

we have minimum and maximum value as min A and max A of an attribute. Min-max normalization [8][11] maps a value v of 

attribute A to v’ as follows: 

 

“Equation1” is      v’= (v-min A) / (max A-min A)         

 

Example 1 

Suppose that the minimum and maximum values for the attribute income are $11000 and $90000, respectively.  

 

By min-max normalization, a value v of $70000 for income is transformed to v’ as follows: 

                   v’= (v-min A)/ (max A - min A) 

                   v’= (70000-11000) / (90000-11000) 

                   v’=59000/79000 

                   v’=0.746 

So, it is clear that value has been mapped to the range [0.0,1.0] 
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B. Z-score normalization 

Z-score normalization [8] is the normalization technique that is also used to perform the transformation on the original data. It is 

also called zero-mean normalization. In this normalization values for an attribute A, are normalized based on the mean and 

standard deviation. A value v of attribute A is normalized to v’ as follows: 

 

“Equation2” is               v’= (v-m)/σ,   

                

where m and σ are the mean and standard deviation respectively of an attribute A.  

Mean is the average of the values of an attribute calculated as m = (v1+v2+…+vn) /n, 

where n is the number of values. 

Standard deviation is the square root of the variance of an attribute A calculated as: 

 
 

  This method of normalization is useful when the actual minimum and maximum of attribute A are unknown, or when there are 

outliers that dominate the min-max normalization. 

 

Example 2 

Suppose we have the mean and standard deviation of the values for the attribute income $52000 and $16000, respectively. With 

z-score normalization, a value v $71000 for income is transformed to v’ as follows: 

                             v’= (v-m)/σ 

v’= (71000-52000)/16000 

                                 = 19000/16000 

                                 = 1.1875 

 

C. Decimal scaling 

Normalization by decimal scaling [8] normalizes the data by moving the decimal point of values of attribute A. The number of 

decimal points moved depends on the maximum absolute value of attribute A. A value v of attribute A is normalized to v’ as 

follows: 

 

“Equation3” is 

                         

Example 3 

Suppose we have values for the attribute A ranging from -976 to 907. The maximum absolute value of the attribute A is 976. So, 

to normalize the data by decimal scaling, we will divide each value by 1000 (i.e. j=3) so that -976 normalize to -0.976 and 907 

normalize to 0.907, which is done as follows: 

 

 

For v = 976, v’=976/1000 

               v’=0.976 

Similarly for v=907, v’=907/1000 

                                   v’=0.907 

 

III. INITIALIZATION METHODS 

In k-means initialization [9] means the step that we used to choose the centroid for the cluster. In traditional k-means we arbitrary 

choose the centroid, which doesn’t give the good quality clusters. So, there are various initialization methods for  

better initialization of the cluster. 

 

A. Method 1 

Step1. First calculate the average score of each data set as follows: 

 
Step2. Now sort the data based on this average score.  

Step3. Divide the sorted data points into equal k groups as follows 

Step3.1 Group size = n/k 

Step3.2 Group l contains data points as 
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              to     , 

 
Step3.3 Keep the remaining data points in kth group i.e.                     the next group. 

Step4. Now calculate the mean value of each group to get the initial centroid for that group. 

 

B. Method 2 

Step1. First calculate the average score of each data set as follows: 

 
 

Step2. Now sort the data based on this average score.  

Step3. Divide the sorted data points into equal k groups as follows: 

 Step3.1 Group size = n/k 

            

 

         Step3.2 Group l contains data points as 

              to     , 

 
Step3.3 Keep the remaining data points in kth group i.e.                    the next group 

Step4. Now calculate the median value of each group to get the initial centroid for that group. 

 

So, in this method we calculate the median in order to get the centroid of the group. Median is the middle value but if we have 

even number of values for an attribute then we will calculate the average of the middle two values in order to get the median. 

C. Method 3 

Step1. First calculate the average score of each data set as follows: 

 
Step2. Now sort the data based on this average score.  

Step3. Divide the sorted data points into equal k groups as follows 

Step3.1 Group size = n/k 

Step3.2 Group l contains data points as 

              to     , 

 
           Step3.3 Keep the remaining data points in kth group i.e. the next group. 

Step4. Now calculate the mode value of each group to get the initial centroid for that group. 

 

Example 4 

Using initialization method 1 

Suppose we have following data: 

 

 
 

Step1. Calculating average score 

Average Score for Data set D1= (1+5+4+3)/4=13/4=3.25 

Average Score for Data set D2= (6+7+5+8)/4=26/4=6.5 

Average Score for Data set D3= (9+1+5+4)/4=19/4=4.75 

Average Score for Data set D4= (6+2+9+5)/4=22/4=5.5 

Average Score for Data set D5= (8+9+11+6)/4=34/4=8.5 

Average Score for Data set D6= (25+5+4+3)/4=37/4=9.25 

http://www.ijcrt.org/


www.ijcrt.org                                          © 2018 IJCRT | Volume 6, Issue 2 April 2018 | ISSN: 2320-2882 

IJCRT1893141 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 890 
 

 

Average Score for Data set D7= (2+10+8+22)/4=42/4=10.5 

Average Score for Data set D8= (4+9+10+8)/4=31/4=7.75 

 

Step2. Sorting of the data set values 

Sorted List is as follows: 

 

 

X1 X2 X3 X4 X5 X6 X7 X8 

3.25 4.75 5.5 6.5 7.75 8.5 9.25 10.5 

 

Step3. Suppose number of groups would be k=2  

Group size = n/k=8/2=4, n is the total number of elements 

It means each group will have four elements   

Group l=1, elements or values that it will contain would 

be:   

               to  

And rest of the elements will move to the second group 

Group 1 will have following elements: 

 

X1 X2 X3 X4 

3.25 4.75 5.5 6.5 

 

Group 2 will have following elements: 

 

X5 X6 X7 X8 

7.75 8.5 9.25 10.5 

 

 

Step4. Calculating mean value for initializing the centroid as follows: 

For Group 1 

Mean= (3.25+4.75+5.5+6.5)/4=20/4=5 

For Group 2 

Mean= (7.75+8.5+9.25+10.5)=36/4=9 

 

So, 5 is the centroid for the group 1 and 9 is the centroid for the group 2 

So, these centroids are calculated according to the mean of the values that are contained in to the group 

 

 

Example 5 

Using initialization method 2 

Taking the same data:  
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Step1. Calculating average score 

Average Score for Data set D1= (1+5+4+3)/4=13/4=3.25 

Average Score for Data set D2= (6+7+5+8)/4=26/4=6.5 

Average Score for Data set D3= (9+1+5+4)/4=19/4=4.75 

Average Score for Data set D4= (6+2+9+5)/4=22/4=5.5 

Average Score for Data set D5= (8+9+11+6)/4=34/4=8.5 

Average Score for Data set D6= (25+5+4+3)/4=37/4=9.25 

Average Score for Data set D7= (2+10+8+22)/4=42/4=10.5 

Average Score for Data set D8= (4+9+10+8)/4=31/4=7.75 

 

Step2. Sorting of the data set values 

Sorted List is as follows: 

 

X1 X2 X3 X4 X5 X6 X7 X8 

3.25 4.75 5.5 6.5 7.75 8.5 9.25 10.5 

 

Step3. Suppose number of groups would be k=2  

Group size = n/k=8/2=4, n is the total number of elements 

It means each group will have four elements   

Group l=1, elements or values that it will contain would 

be:   

               to  

And rest of the elements will move to the second group 

Group 1 will have following elements: 

 

X1 X2 X3 X4 

3.25 4.75 5.5 6.5 

Group 2 will have following elements: 

 

X5 X6 X7 X8 

7.75 8.5 9.25 10.5 

 

 

Step4. Calculating median value for initializing the centroid as follows: 

Median is the middle value of the list. For even numbers of list middle value will be calculated as the average of the two middle 

values 

 

For Group 1 

Median = (4.75+5.5)/2 = 10.25/2 = 5.125 

For Group 2 

Median = (8.5+9.25)/2 = 17.75/2 = 8.875 

 

So, 5.125 is the centroid for the group 1 and 8.875 is the centroid for the group 2 

 

Example 6 

Using initialization method 3 

Mode is used to calculate the centroid incase we have the repeating values in the group. Then we take that repeating value as the 

centroid of that group. 

 

For example we have two groups as follows: 

Group 1 

 

X1 X2 X3 X4 

3.25 4.6 4.6 5.5 

 

In this we have values at X2 and X3 are repeating values so, 

So, mode = 4.6, this would be the centroid of the Group 1 
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Similarly For Group 2 

 

X5 X6 X7 X8 

6.5 6.5 8.5 9.25 

So, now in this group centroid would be 6.5 because it is the repeating value in the group. Keep in mind that if there is no 

repeating value then there can be no centroid by this method. 

IV. CONCLUSION 

K-means is one of the most widely used algorithm in data mining because of its simplicity and efficiency. As in the traditional k-

means algorithm there were many limitations that don’t give the good quality clusters. In traditional k-means we arbitrary choose 

the centroids for the group. So, if for next time we choose different centroid the final clusters would contain different elements. 

So, in this way it depends upon the initialization that what values we initially choose according to those only final clusters would 

form. So, in this paper we present the various initialization methods that we can take to choose the centroid of the group. This will 

generate the good quality clusters. In addition to this we had also discussed the various normalization techniques such as min-max 

normalization, z-score normalization, decimal scaling. It is very important to normalize our data of different ranges before making 

clusters. Normalization will normalize the data in to a particular range. This will also be very helpful for generating good quality 

clusters. 
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