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Abstract: In this paper to proposed a continual (iterative) method to label the face identification dispute with occlusions. This

approach handles the robust representation problems based on two characteristics to mock-up flanking errors successfully. First
characteristic controls the error distribution characterizes by a tailored loss function and second characteristic label by a specific
structure (low-rank image comparison with image size). F-LR-IRNNLS (Fast low rank iteratively reweighted non negative least
square) algorithm to model the strong (robust) representation for face identification. The robust representation scheme performs
efficiently on face identification during occlusions of 70%. In this paper to proposed a SVD (Singular Value Decomposition)
method for face identification, at SVD method determines the low-rank (structural) representation of a image, and also eliminates
the small singular values in a face. To introduce SVD method in face identification by compressed the image to improve the
performance than compare to F-LR-IRNNLS method.SVD method to improve the performance of face identification and speed

up the face identification, the experiment of face identification conduct on GUI (Graphical User Interface) technique.

Keywords: Singular Value Decomposition (SVD), face identification, Robust, low rank representation, contiguous errors,
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1. INTRODUCTION

Several works on face identification (FI) target only on reduced the image identify is one of the main problem in
computer vision . At FI database contained by non occluded faces with some intra-class illumination, and test sample contains a
70% random part (block) of occlusion of the illuminating features in a face are covered.

Several researches on face identification try to handle with some intra-class illumination variations. SRC (sparse
representation method) is one of the algorithm to identify a face image , SRC method handle the face identification effectively it
consist the Ly norm minimization, Ly norm minimization mainly useful to identify the sparse-in a image. SRC method are
complex for identification because of vary sensitive to noise and utilizes more complex illumination, face disguise. One recent
extension of SRC algorithm is CRC (collaborative representation classification) this method consist L2 norm minimization for
face identification CRC algorithm minimizes the number of training class to allay the representation difficulty on query sample
with different samples .Another extension of SRC method is patch based come near this approach handles the sparse-based
representation . In patch based approach is critical propose for face identification because of occlusion in a images.

Robust representation method exhibited high computational cost and also identification results reduced the block
occlusion up to 50%. To solve the robust representation problem to propose a iterative method, iterative method reduces the
robust representation problem when block occlusion are 70% and reduces the computational cost this method effectively work on
robust representation problems with occlusions of 70%, and also eliminated the contiguous errors. Robust representation method
perform the FI based on two characteristics. The first characteristic is tailored loss function and second characteristic is reduced
the rank structure of a image (low-rank representation) , this two characteristics reducing the spatial continuity errors effectively.

11. ROBUST WITH LOW RANK ILLUSTRATION FACIAL REPRESENTATION WITH OCCLUSIONS

F-LR-IRNNLS(Fast low rank iterative reweighted non negative least square) proposed a fast iterative reweighted non-
negative least square method handles the face identification problem mainly at block occlusions this approach handle the robust
representation depend on two characteristics. The first characteristics fit to describe the tailored loss function. The tailored loss
function method utilizes contiguous errors and second characteristic is low-rank representation of a facial image structure, this
method is contrast the image size which is more efficiently on computational cost .

Original Face Test Sample (y) Linear Combination of Training Samples (Ta) Low Rank (e)

Fig.1: mortification model of occlusion image with linear combination of training samples with ~ some intra class variations
plus the error.
The mortification model is of the form  Y=Ta+e Eq(1)
Where Y represents the test sample and Ta is nuclear combination of training samples and e is error (low-rank). The
mortification model of test sample of occlusion represented by linear combination of training samples (Ta) with same- intra class
variations plus the error e. The e (error) contains the two characteristic first one is low-rank contrast size of a image and also
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specified by tailored loss function.
111.GRAPHICAL USER INTERFACE (GUI)
MATLAB’s Graphical User Interface Development Environment (GUIDE) supports a affluent set of tools associate for
Graphical User Interfaces in M-functions. Using GUIDE (i.e., its buttons, pop-up menus, etc.) programming the process of the
GUI. GUI is divided into two sorts of tasks.
1.A file with expansion .fig, call a FIG-file that have a complete graphical narrative of every one of the functions of GUI.
2.A file with expansion .m, called a GUI M-file, which including the code that controls the GUI operation. This file of GUI is
floated and exited, and callback functions that are carried out when a user interacts with GUI objects.
The Implementation of a GUI
GUIDE mainly contains a set of layout tools. But, GUIDE also generates an M-file that contains a set of laws to handle
the initialization and launching of the GUI. This M-file provides a outline for the implementation of the callbacks - the functions
that implement as soon as users make dynamic components in the GUI.

User Interface Controls
Push Buttons
Sliders

Toggle Buttons
Frames

Radio Buttons

List boxes
Checkboxes

Popup Menus

Edit Text

AXxes

Static Text

Figures
CREATING THE GUI:
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step.1 first step is select the mat lab guide than after select the Graphical user interface the figure is shown in below.
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Step.2: Second step is select the GUI (default box) and click the ok button, as shown in below

[#] GUIDE Quick Start (o= | =]
Create New GUI | Open Existing GUI
GUIDE ternplates Preview
4\ Blank GUI (Default)
4\ GUI with Uicontrols
+\ GUI with Axes and Menu
4 Modal Question Dialog
BLANK
[C] Sawve new figure as: | C:\Program Files\MATLAB\R2015a\bin\unti Browse...
[ oK | [ cancet || Help |
Fig.2: blank GUI
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step.3:third step is select the user interface control than after select the push button, axes, edit button etc as shown in below
figure
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T figueel Comer Poin [S3,416]  Postior: [FA0, 679, 360, 420] Tag: fiqurel Current Point: [61, 4] Position: [680, 678, 560, 420]
Fig.3(a) Fig.3(b)
_ Fig.3: user interface control buttons
[#] facerecognition [l =]

FACE RECOGNITION

Fig.4: complete face recognition by using the GUI

Than final save the face recognition by GUI (FACERECOGNITION.fig) after write the code (M-file) save and run results as
shown in section IV.

I11. PROPOSED METHOD

Linear Combination of Training Samples (Ta) Ermor (@) Weaght Map (W)

[ without the nuclear norm constraint J r —
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Orginal Face  Test Samphe {y) + 0.15 = =
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—

Fig.5:nuclear norm constraint and without nuclear norm constraint.
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The Fig.5: as shown in below . Fig.5 show the proposed technique consist the nuclear norm constraint. By nuclear norm
constraint to solve the IRLS problem, nuclear norm constraint is to reconstruct the occluded face image through its correct
classifies images. In fig.5 first row consist without nuclear norm constraint required the more time to perform the face
identification and number of iteration are more, In fig.5 second row apply the nuclear norm constraint to reduce the number of
iterations.

A. SINGULAR VALUE DECOMPOSITION IMAGE COMPRESSION

Compression mainly targets on comprises the images, pictures and video pictures, the compression technique required
more storage space and large memory space to evaluate such a type of problem by reducing the storage space, memory space
without losing the image information. By compressed the image which required the less number of bits to express a image. Image
compression to model the several methods, but pervious methods are more complexity for image compression. To solve such
type of problems we introduced the singular value decomposition (SVD) scheme, by using SVD method in compression to
reduced the few small singular values are contained and some singular values are neglected.

SVD method is a linear algebra event it illustration the several applications they are face recognition, image compression,
object detection etc. SVD method is of the form

B=USVT 2)

Where B is a mxn matrix form and U is mxm orthogonal matrix V is nxn orthogonal matrix form. In SVD method
compression consist mainly two steps first one is compressed and decompressed the image , first step exhibit less storage space
and second step is compare and select the low-rank image with database image. In SVD method lowest singular values (less
important) information can be neglected without changing the original image information.

B. PROPOSED SYSTEM METHODOLOGY

Proposed system exhibit mainly on 4 steps:

Step.1: is preprocessing method by applying preprocessing step in face identification to reduce the noise and also reduces the
illuminated problems.

Step.2: is applying the LBP (local binary pattern), LBP encodes the corresponding pixels .

Step.3: isapplying the LTP (local ternary pattern)

Step.4: fourth step is SVD method.

Step.1: Preprocessing: Preprocessing mainly contains 4 steps first one is gamma correction, DOG (difference of Gaussian) ,
masking , equalization of variation .Preprocessing diagram as shown in below diagram

Gamma DoG [N\ Masking |\ Equalization
‘ Correctionj> filtering [/ (optional) [} of Variation Juipa
o AT
i o rl iq

)\‘

——

b ':-r)-’“
Fig.6: Preprocessing diagram
First step in preprocessing is gamma correction, gamma correction represents the relationship between pixels of gray
level image. In some condition gamma correction failed for removing the shadowing effects so we used the DOG(Difference Of
Gaussian) , the DOG filtering mainly used for gamma corrected image, DOG filter effectively removes the noise in a image and
also enhance the illumination and reduce the shadowing effects. Next step is masking and equalization of variation , at the
equalization of variation measures the overall intensity value if a image.
Step.2: LOCAL BINARY PATTERN (LBP):

Local binary pattern are used in several computer vision applications because of its simplicity, robustness at
illumination variations. LBP mainly mark the pixels of an image in decimal number. LBP operates to encode the pixel difference
among the neighboring pixels and center pixel the main disadvantage of the LBP is very sensitive to noise, to overcome this
problem to use the LTP.LBP can be expressed as follows

p-1
LBP (X, Y.) =D (i, —i,)2° Eq(s8)
p=0

Thrashald

sl | — |1

Binary: 11101001
i Decimal: 233

J
L

Fig.7: LBP operator.
In the above diagram central pixel act as a threshold operator, if a neighbor pixel value has greater value than central pixel it
assigned as one(1) else it assigned as zero(0) .

IJCRT1893111 ] International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org \ 714


http://www.ijcrt.org/

www.ijcrt.org

© 2018 IJCRT | Volume 6, Issue 2 April 2018 | ISSN: 2320-2882

Step.3: LOCL TERNARY PATTERN (LTP):
Local ternary pattern mainly used to solve the noise-sensitive problem occur in LBP. LTP operated works on 3-valued
code, LTP encodes the pixel difference into a separate state .LTP used the threshold value to encode the pixels. LTP is as follows.

Li, >i, +t
S(ip, 19 =40, i, |<t
=1i, <1, -t
Upper pattern
Binary
O | L 1| 0101000
1 0
31|90 | 102 0 1 1 Decimal
- . & 00| 0| o4
70 | 34| 20 [BAzh34HM -1
Threshold Lower pattern
213 9 =10 f -1 Binary
x 0| 01 0 1 19000101
Ternary code
(=1)1101(-1)0(=1) 0 i
Decimal
Lo 13

Fig.8:LTP diagram

In above diagram.5 after ternary process ternary code is split in to two parts first one is upper(positive) pattern and second on

is lower(negative) pattern.
IV.RESULTS

In this paper face recognized by using the mat lab 2016a version. In database contains different types of original face

images and input contains different occluded face images.

[\ facerecognition
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Fig.10:output of face recognition

Fig.9:output image at F-LR-IRNNLS algorithm by GUI technique.
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Fig.11(a)

4] facerecognition ‘E‘ ) ‘E‘

FACE RECOGNITION

INPUT IMAGE

INPUT FACE IS RECOGNIZED

Fig.11(b)
Fig 11(a),11(b) is the SVD(main) method output and face recognition
Comparison table of proposed work with existing work:

F-LR-IRNNLS algorithm SVD method
Accuracy Less accuracy More accuracy
File size 41608 31198
Time More time required to execute the Less time required to execute the program
program

Table.1 comparison table of proposed work with existing work
V. CONCLUSION:

To proposed a method to identify an image when block occlusion are present. The F-LR-IRNNLS method to illustrate
the contiguous errors effectively base on two characteristics, first one is tailored loss function and second one is structural
representation of error image (low-rank). To introduce SVD method in face compression to improve the performance of the face
recognition and less time required to perform face recognition(identification) than compare to F-LR-IRNNLS algorithm.SVD
method give the better compression outcome with less computational cost.
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