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Abstract : The rapid development in information technology and science and medical technology has produced various meth-
ods to present the medical data. This has led to the generation of big health-care data and difficulties in processing and analyzing 
data. To capture all the information about a patient and to get a more detailed and complete view for insights into care 
coordination and management decisions big data technologies can be used. 
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I. INTRODUCTION 

II. INTRODUCTION 
 

Historically, large amount of data, driven by record keep-ing, compliance and regulatory requirements and patient care has 

been generated by the healthcare industry. The current trend is toward rapid digitization of these large amounts of data, while 

most data is stored in hard copy form. The big data has the potential to improve the quality of healthcare and on the other hand to 

reduce the costs. It assures to support wide range of medical and healthcare functions, disease surveillance and population health 

management. Health care needs to be modernized with the new era of big data. This includes the health care data to be properly 

analysed so that we can deduce in which group or regions or age or gender diseases attack the most. Distributed processing, 

Hadoop can be used for the computation of this gigantic size of analytics. Map Reduce is a popular paradigm in computing for 

large-scale data processing in cloud computing. However, the slot-based Map Reduce system can suffer from poor performance 

due to its optimized resource allocation. To solve this problem the resource allocation is optimized by the framework in this 

paper. Many times, slots can be severely under- utilized due to the static pre-configuration of distinct map slots and reduce slots 

which are not fungible. The reason of this is map slots might be fully utilized on the other hand reduce slots may remain empty, 

and vice- versa. To overcome this problem, we propose an alternative 
 

Technique which is Dynamic Hadoop Slot Allocation by keeping the slot-based allocation model. It relaxes the slot allocation and 

depending on their needs allows slots to be reallocated to either map or reduce tasks. Getting the health care analysis in various 

forms are multipurpose beneficial outputs which will be provided by the framework. Speculative Execution Performance 

Balancing to balance the performance tradeoff between a single job and a batch of jobs. Third, delay scheduling has shown to 

improve the data locality but at the cost of fairness. Alternatively, we propose a technique called Slot Prescheduling that can 

improve the data locality but with no impact on fairness. Finally, by combining these techniques together, we form a step-by-step 

slot allocation system called DynamicMR that can improve the performance of MapReduce workloads substantially. The 

experimental results show that our DynamicMR can improve the performance of Hadoop MRv1 significantly while maintaining 

the fairness, by up to 46. 

II. REVIEW OF LITERATURE 
 

Existing System 
 

Patients and disease information is maintained in RDBMS like MYSQL, Oracle, here one need to write complex queries to 

join, fetch and to load the data, RDBMS is suitable to medium size data, when data size increases performance decreases, it takes 

more time to fetch the records and process it. RDBMS is not feasible to handle bulk data. I.e. BIG data 
 

Proposed System 
 

To deal with big /large amount of data we are going to implement Hadoop ecosystem that overcome all above draw-backs of 

RDBMS that occur when big data comes in picture. The medical records are gathered from various organizations and doctors. 

The data gathered is send for preprocessing from which patients wise disease, patients general information; information about the 

disease and the survival status is extracted. This data is known as training data. The preprocessed data is given for data mining 

where for data mining technique is used. After preprocessing is done data is send to perform analysis clustering. To show clearer 

picture of the analysis algorithm is applied to the resultant data once the analysis is done. Then the statistics can be represented in 

various forms and groups 

 

III. SYSTEM ARCHITECTURE 
 

The medical records are gathered from various organiza-tions and doctors. The data gathered is send for pre-processing from 

which patients wise disease, patients general informa-tion; information about the disease and the survival status is extracted. This 

data is known as training data. The pre-processed data is given for data mining, where for mining the data mining technique is 

used. After pre-processing is done data is sent to perform analysis clustering. To show clearer picture of the analysis algorithm is 

applied to the resultant data once the analysis is done. Then the statistics can be represented in various forms and groups. HDFS 

(Hadoop Distributed File System) - The Hadoop Distributed File System (HDFS) is a distributed file system providing fault 
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tolerance and designed to run on commodity hardware. HDFS provides high throughput access to application data and is suitable 

for applications that have large data sets. Hadoop provides a distributed file system (HDFS) that can store data across thousands 

of servers, and a 

 

 

 

 

 

 

 

 

 
 
 
 

Fig. 1. System Architecture 
 

 Means of running work across those machines, running the work near the data. HDFS has master/ architecture. Large 

data is automatically split into chunks which are managed by different nodes in the Hadoop cluster. 

 
 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. HDFS 

 

Apache Spark: Apache Spark is a lightning-fast cluster computing technology, designed for fast computation. It is based on 

Hadoop MapReduce and it extends the MapReduce model to efficiently use it for more types of computations, which includes 

interactive queries and stream processing. The main feature of Spark is its in-memory cluster computing that increases the 

processing speed of an application. Spark is designed to cover a wide range of workloads such as batch applications, iterative 

algorithms, interactive queries and streaming. Apart from supporting all these workload in a respective system, it reduces the 

management burden of maintaining separate tools. 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Spark Architecture 

 

Spark is one of Hadoops sub project developed in 2009 in UC Berkeleys AMPLab by Matei Zaharia. It was Open Sourced in 

2010 under a BSD license. It was donated to Apache software foundation in 2013, and now Apache Spark has become a top -level 

Apache project from Feb-2014. Apache Spark has following features 

 

Speed  Spark helps to run an application in Hadoop cluster, up to 100 times faster in memory, and 10 times faster when 

running on disk. This is possible by reducing number of read/write operations to disk. It stores the intermediate processing data in 

memory. 

 

Supports multiple languages  Spark provides built-in APIs in Java, Scala, or Python. Therefore, you can write applications in 

different languages. Spark comes up with 80 high-level operators for interactive query-ing. Advanced Analytics Spark not only 

supports Map and reduce. It also supports SQL queries, Streaming data, Machine learning (ML), and Graph algorithms. 
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Fig. 4. Hive Architecture 

 

Hive is a data warehouse infrastructure tool to process structured data in Hadoop. It resides on top of Hadoop to summarize 

Big Data, and makes querying and analyzing easy. 

 

Initially Hive was developed by Facebook, later the Apache Software Foundation took it up and developed it further as an 

open source under the name Apache Hive. It is used by different companies. For example, Amazon uses it in Amazon Elastic 

MapReduce. 

Hive is not: 

 

A relational database 

A design for Online Transaction Processing (OLTP) A language for real-time queries and row-level updates 

Features of Hive: 

It stores schema in a database and processed data into HDFS. 

It is designed for OLAP. 

It provides SQL type language for querying called HiveQL or HQL 

It is familiar, fast, scalable, and extensible. 

IV. SYSTEM ANALYSIS 
Apache Spark vs Hadoop: Performance: Spark is fast because it has in-memory processing. It can also use disk for data that 

doesnt all fit into memory. Sparks in-memory processing delivers near real-time analytics. This makes Spark suitable for credit 

card processing system, machine learning, security analytics and Internet of Things sensors. 

 

Hadoop was originally setup to continuously gather data from multiple sources without worrying about the type of data and 

storing it across distributed environment. MapReduce uses batch processing. MapReduce was never built for real-time processing, 

main idea behind YARN is parallel processing over distributed dataset. The problem with comparing the two is that they perform 

processing differently. 

 

Ease of Use: Spark comes with user-friendly APIs for Scala, Java, Python, and Spark SQL. Spark SQL is very similar to SQL, 

so it becomes easier for SQL developers to learn it. Spark also provides an interactive shell for developers to query perform other 

actions, have immediate feedback. 

 

You can ingest data in Hadoop easily either by using shell or integrating it with multiple tools like Sqoop, Flume etc. YARN 

is just a processing framework and it can be integrated with multiple tools like Hive and Pig. HIVE is a data warehousing 

component which performs reading, writing and managing large data sets in a distributed environment using SQL-like interface. 

You can go through this Hadoop ecosystem blog to know about the various tools that can be integrated with Hadoop. 

 

Costs: Hadoop and Spark are both Apache open source projects, so theres no cost for the software. Cost is only associated 

with the infrastructure. Both the products are 

 

designed in such a way that it can run on commodity hardware with low TCO. Now you may be wondering the ways in which 

they are different. Storage processing in Hadoop is disk-based Hadoop uses standard amounts of memory. So, with Hadoop we 

need a lot of disk space as well as faster disks. Hadoop also requires multiple systems to distribute the disk I/O. 
 

Due to Apache Sparks in memory processing it requires a lot of memory, but it can deal with a standard speed amount of disk. 

As disk space is a relatively inexpensive commodity and since Spark does not use disk I/O for processing, instead it requires large 

amounts of RAM for executing everything in memory. Thus, Spark system incurs more cost. 
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But yes, one important thing to keep in mind is that Sparks technology reduces the number of required systems. It needs 

significantly fewer systems that cost more. So, there will be a point at which Spark reduces the costs per unit of computation even 

with the additional RAM requirement. 
 

Data Processing: Batch Processing vs Stream Processing Batch Processing: Batch processing has been crucial to big data 

world. In simplest term, batch processing is working with high data volumes collected over a period. In batch processing data is 

first collected and then processed results are produced at a later stage. 
 

Batch processing is an efficient way of processing large, static data sets. Generally, we perform batch processing for archived data 
sets. For example, calculating average income of a country or evaluating the change in e-commerce in last decade. 

 
Stream processing: Stream processing is the current trend in the big data world. Need of the hour is speed and real-time 

information, which is what steam processing does. Batch processing does not allow businesses to quickly react to changing 

business needs in real time, stream processing has seen a rapid growth in demand. Now coming back to Apache Spark vs Hadoop, 

YARN is a basically a batch-processing framework. When we submit a job to YARN, it reads data from the cluster, performs 

operation write the results back to the cluster. Then it again reads the updated data, performs the next operation write the results 

back to the cluster and so on. 
 

Spark performs similar operations, but it uses in-memory processing and optimizes the steps. Graph X allows users to view 

the same data as graphs and as collections. Users can also transform and join graphs with Resilient Distributed Datasets (RDDs). 

Fault Tolerance: Hadoop and Spark both provides fault tolerance, but both have different approach. For HDFS and YARN 

both, master daemons (i.e. Name Node Resource Manager respectively) checks heartbeat of slave daemons (i.e. Data Node Node 

Manager respectively). If any slave daemon fails, master daemons reschedules all pending and in-progress operations to another 

slave. This method is effective, but it can significantly increase the completion times for operations with single failure also. As 

Hadoop uses commodity hardware, another way in which HDFS ensures fault tolerance is by replicating data. 
 

As we discussed above, RDDs are building blocks of Apache Spark. RDDs provide fault tolerance to Spark. They can refer to 

any dataset present in external storage system like HDFS, HBase, shared filesystem. They can be operated parallelly. RDDs can 

persist a dataset in memory across operations, which makes future actions 10 times much faster. If a RDD is lost, it will 

automatically be recomputed by using the original transformations. This is how Spark provides fault-tolerance. 

 

Security: Hadoop supports Kerberos for authentication, but it is difficult to handle. Nevertheless, it also supports third party 

vendors like LDAP (Lightweight Directory Access Protocol) for authentication. They also offer encryption. HDFS supports 

traditional file permissions, as well as access control lists (ACLs). Hadoop provides Service Level Authorization, which 

guarantees that clients have the right permissions for job submission. 

  

 

 

 

 

 

Iterative Machine Learning Algorithms: Almost all machine learning algorithms work iteratively. As we have seen earlier, 

iterative algorithms involve I/O bottlenecks in the MapReduce implementations. MapReduce uses coarse-grained 

 

tasks (task-level parallelism) that are too heavy for iterative algorithms. Spark with the help of Mesos a distributed system 

kernel, caches the intermediate dataset after each iteration and runs multiple iterations on this cached dataset which reduces the 

I/O and helps to run the algorithm faster in a fault tolerant manner. 

 

Spark has a built-in scalable machine learning library called MLlib which contains high-quality algorithms that leverages it-

erations and yields better results than one pass approximations sometimes used on MapReduce. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fast data processing. As we know, Spark allows in-memory processing. As a result, Spark is up to 100 times faster for data in 
RAM and up to 10 times for data in storage. 
Iterative processing. Sparks RDDs allow performing several map operations in memory, with no need to write interim data sets to 
a disk. 
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Near real-time processing. Spark is an excellent tool to provide immediate business insights. This is the reason why Spark is used 
in credit cards streaming system 
 

V. CONCLUSION 
 

In this paper we are going to give a clear view of the medical record, the pattern extracted from the EMRs, and the results 
generated by extracting the patterns. These patterns are represented in the graphical and tabular list format. To provide cumulative 
information, disease and their possible symptoms data is grouped together and analysed. The system will predict the disease for 
the symptoms which is provided to the system by us after the analysis is done over it. To show the clearer picture of the analysis 
algorithm can be applied to the resultant and the grouping can be done. Some grouping categories based on which grouping can 
be done are Age, Gender, Disease, Region, Survival Status, etc. 
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