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Abstract :  Pokemon Go is concept game based on Augmented Reality. For this study, a dataset having around 350,000 spawning 

entries was used. Each entry contained the name of the pokemon, the appearing and disappearing time of that pokemon, as well as 

the longitudinal and latitudinal location it spawned at. The goal of the study was to verify the prediction of the pokemon at the 

spawned locations and to explore the use of random forest regression model in cases having location data. The result thus proved 

that random forest regression performs excellently while dealing with longitudinal and latitudinal data. 

 

Index Terms – Pokemon, Dataset, Classification, GridSearchCV, Machine learning, training speed, prediction 

______________________________________________________________________________________________ 

I. INTRODUCTION 

The game-play is based over a dynamic map which changes according to the user's movements in the real world surroundings. 

Different pokemons are present in different locations. If a pokemon is residing at the location where the user is cuurently present, 

an image gets displayed on the user's mobile screen as if that pokemon is in the real world. When such an encounter occurs, the 

user can capture that pokemon by flicking the pokeball present at the bottom of the user's screen towards that pokemon. After 

capturing the pokemon, we can then use that pokemon for future battles in the game. etc. The goal of our study is to verify the 

feasibility of the prediction of pokemon. The results of this study can be usefull not only for Pokemon Go, but also in other kinds of 

datasets having longitudinal and latitudinal data. 

 

II. RELATED WORK 

 k-nearest neighbors is broadly used to arrange information might be in neural systems as a field or whether it’s any utilization 

of Biometrics, Handwriting classification or Iris detection, attainably the max. open classifier in the reserve or machine learning 

methods is the Nearest Neighbour Classifier in which characterization is achieved by recognizing the closest neighbours to an 

inquiry illustration and utilizing those neighbours to decide the class of the question KNN grouping orders cases in light of their 

similarity.to occurrences in the preparation information. This paper presents different yield with different separation utilized as a 

part of calculation and may know the reaction of classifier for the coveted application. it likewise speaks to computational problems 

in distinguishing closest neighbours and components for decreasing the measurement of the information. Aman Kataria , M. D. 

Singh[1]. 

The Classification method gauge the absolute and forecast models to foresee nonstop esteemed capacities. For the most part, 

grouping is the way toward arranging information into classifications for its most powerful and able utilize. The information 

grouping technique makes fundamental information that is anything but difficult to discover and recover. In this paper the 

execution of three Bayes classifiers calculations in particular Naive Bayes, Bayes Net also, Naive Bayes Multinomialare broke 

down. The coronary illness dataset is utilized for evaluating the execution of the calculations by utilizing the cross approval 

parameter. Lastly the relative examination is performed by utilizing the components, for example, the arrangement exactness and 

blunder rates on all calculations. S. Karthika* and N. Sairam[2]. 

Decision tree systems have been broadly used to construct order models all things considered models nearly look like human 

thinking and are straightforward. This paper portrays fundamental decision tree issues and flow examine focuses. Obviously, a 

solitary article can’t be an entire survey of all calculations (likewise known enlistment arrangement trees), yet we trust that the 

references refered to will cover the major hypothetical issues, controlling the specialist in intriguing exploration bearings and 

proposing conceivable predict position mixes that presently can’t seem to be investigated. Park, Hyeoun-Ae[3]. 

III. COMPARITIVE STUDY 

Table 3.1 Overview of Algorithms:- 

     

 Algorithm Application Interpretation 

        
 KNN Both Easy 

 Linear Regression Regression Easy 

 Logistic Regression Classification Moderate 

 Naive Bayes Classification Moderate 

 Decision Trees Both Moderate 

 Random Forests Both Modearte 

 AdaBoost Both Difficult 

 Neural Networks Both Not Applicable 
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The Table 3.1 displays the comparison between application of algorithms and Interpretation of the algorithms .here both refers to 

regression as well as well as classification both included. 

 
Table 3.2 Comparison of algorithms based on speeds:- 

 

 Algorithm Training Speed Prediction Speed  

         
 KNN Fast Moderate  

 Linear Regression Fast Fast  

 Logistic Regression Fast Fast  

 Naive Bayes Fast Fast  

 Decision Trees Fast Fast  

 Random Forests Moderate Moderate  

 AdaBoost Slow Fast  

 Neural Networks Slow Fast  

     

 
The Table 3.2 displays comparison of the Training speed and prediction speed of the different algorithm, for KNN training speed 
is fast and prediction speed is moderate, for Linear regression training speed is fast and prediction speed is fast for Logistic 
regression speed is fast and prediction speed is fast for Naïve Bayes training speed is fast and prediction speed is fast, for 
Decision trees speed is fast and prediction speed is fast, for Random forest training speed is moderate and prediction speed is 
moderate, for AdaBoost training speed is slow and prediction speed is moderate, for Neural training speed is moderate and 
prediction speed is Fast. 

 
Table 3.3: Comparison of Algorithms based on their handling of data 

    

 Algorithm Prediction Accuracy Separates Noise 

        
 KNN Lower No 

 Linear Regression Lower No 

 Logistic Regression Lower No 

 Naive Bayes Lower Yes 

 Decision Trees Lower No 

 Random Forests Higher Yes(Low Noise ratio) 

 AdaBoost Higher Yes 

 Neural Networks Higher Yes 
    

 
The table 3.3  displays the comparison between accuracy of algorithms and separates noise that is noise ratio of the algorithms, 
for KNN prediction accuracy is lower and does not separate noise, for Linear regression prediction accuracy is lower and does not 
separate noise, for Logistic regression prediction accuracy is lower and does not separate noise for Naïve Bayes prediction 
accuracy is lower and it separate noises to an extent, for Decision trees prediction accuracy is lower and does not separate noise, 
for Random forest prediction accuracy is higher and low noise ratio, for AdaBoost prediction accuracy is higher and it separate 
noise, for Neural training prediction accuracy is higher and does not separate noise. 

 

IV. MODEL 

 
  Figure 1: Architecture 
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Figure 2: Class Diagram of the System 

 

4.1 Dataset 

 For this study secondary data has been collected. The dataset consists of 8 attributes s2_id id, token, num(pokemon 

number), name(pokemon name), latitude, longitude, encounter time (appearing time), disappear time (disappearing time).but id 

and token are numeric variables which cannot help in prediction model so we use the 6 attributes other than id and token. 

4.2 Theoretical framework 

 Variables of the study contains dependent and independent variable. The study used pre-specified method for the 

selection of variables. The study used the pokemon number are as dependent variable. These variables are used for splitting into 

training set and test set, which used in the process of defining the two sets  into the random forest 

4.3 Equations 

 

 …………(1)  

Where E denotes expectation conditionally on X w.r.t random parameter 

 

 ………..(2) 

 

The randomizing variable Θ is used to determine the way consecutive cuts are performed when making the individual trees, 

similar to the selection of the coordinate to split & position of the split. 

 
 

Here event is 
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…………(3) 

  

4.4 Features of Random Forest 

It is unexcelled in precision among current calculations. It runs productively on substantial information bases. It can deal 

with a large number of info factors without variable erasure. It gives evaluations of what factors are essential in the classification. It 

creates an interior impartial gauge of the generalization mistake as the backwoods building advances. It has a powerful strategy for 

evaluating missing information and keeps up exactness when a huge extent of the information are absent. It has techniques for 

adjusting blunder in class populace lopsided informational indexes. Produced woods can be put something aside for later use on 

other information. Prototypes are calculated that give data about the relation between the factors and the classification. It offers an 

exploratory technique for recognizing variable connections. 

 

As a result of this randomness, the bias of the forest usually slightly increases (with respect to the bias of a single non-random 

tree) but, due to averaging, its variance also decreases, usually more than compensating for the increase in bias, hence yielding an 

overall better model. GridSearchCV() is an extension of Random Search Method Instead of sampling randomly from a 

distribution, it evaluates all the combinations we define. To use Grid Search, we make a grid based on what we think are the best 

settings for searching. The model then tries out all the combinations of the specified settings. Ultimately, we then fit the model 

and implement our prediction function 

 

V. IMPLEMENTATION 

Data Set 

 
 

 DataSet Splitting 
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 Refining the Training and Testing datasets 

 
  

VI. RESULTS 

  

6.1 Predicted Pokemon 

 

 
  

 

Here we get the predicted pokemon number and we compare it to the original number to find out its accuracy 
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6.2 Accuracy 

 
We find out that the prediction model has 87.89% accuracy which is approximately 88% the figure shows the validation of the 

same and we see that random forest has higher prediction accuracy. 

VII. CONCLUSION 

This paper documents the methodology which can be used to compare different data mining techniques for our work. We 

successfully implemented prediction model based on Random Forest Regression. We validated the presence of the same Pokemon 

at the spawned location We provided the solution for the problems we listed from pokemon go such as physical hazards due to the 

gameplay. Our model can be refined and integrated into a software, giving users future spawning locations. Our model can also be 

a guiding point for other models that work with latitudinal and longitudinal data.  
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