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Abstract:   

      Searching the question in the previous asked questions (historical question) to get the meaningful 

answers. The searched question has more than one answers means we can get pool of multiple answers. 

Because of this it will take lot of time to browse all the pool of answers and go through it and choose the 

best one. To solve this problem in this paper we are providing the ranked answers in the form of pairwise 

comparisons. In particular, it consists of one offline learning component and one online search component. 

In offline we can find the sentiment in positive, negative and neutral categories to find the proper rank of the 

answers and suggest best one in that. In this paper provide these three types of training samples. In the 

online search component, we first collect a pool of answer for the given question via finding similar 

questions. Then sort the answer candidates by leveraging the offline trained model to judge the preference 

orders. We have supported the real-time datasets and work on the online and offline methodology. 
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Introduction 

         In this paper we are using questions and answers as input and novel Pairwise Learning method to 

RANK model called PLANE, which can quantitatively rank answer candidates from the relevant question 

pool. We use Offline learning and online search where in offline learning which is guided by our user 

studies and observations, where we automatically establish the positive, negative, and neutral training 

samples in terms of preference pairs from input. And when it comes to the online search, for a given 

question, we pair it with each of the candidate's answer, and fit them into the trained PLANE model to 

estimate their matching scores. And like wise we help to find best answer 

 

 In the existing systems, When we try to find questions from QA systems we get lots of answers and 

to find what we want is very tough work because it consumes lots of time and we have to read each and 

every question manually so to solve this problem we are implementing this paper. 

 Earlier in QA system where questions were asked obtaining answers took lot of time and answer 

which answer we get is not what we want and the process is time consuming and it is not like when we send 

questions. Different methods where used to rank sort and divide answers. 

 In our project we are overcoming the drawbacks of previous systems. In our system, Natural 

Language Processing is being used to extract interest out of the post that is being search by the user. When 
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we try to find questions from QA systems we get lots of answers and to find what we want is very tough 

work because it consumes lots of time and we have to read each and every question manually so to solve 

this problem we are implementing this paper.  

Currently there is generation of users ratings and reviews on different websites and system. System 

can study this ratings and recommendations and reviews to improve there software. In our system we are 

developing such system where the user can post a question related to anything and also post the answer and 

here In Community question and answer systems when we try to find questions we use archives where we 

can find them using theoretical base. But it can be time consuming part to find out questions and where they 

can be associated with different answers and to find out relevant answers they need to go through lot of 

answers to find what is needed.  

The main Objective of the system is to identify related questions when a user post any question. 

When we try to find questions from QA systems we get lots of answers and to find what we want is very 

tough work because it consumes lots of time and we have to read each and every question manually so to 

solve this problem we are implementing this system. 

System will be able to generate ratings from different domains. System deduces user interests based 

on his activities and post in social network. 

            The report mainly focuses on the discussion about different aspects of getting answers and the ways 

to get them as soon as possible. The first chapter deals with the introduction about the system defining the 

problem statement to which the system is focused on. It also discusses the scope of the system to which it 

works efficiently. It is also discusses the scope of the system to which it works efficiently. It also contains 

briefing of various research papers is to which it works efficiently. It also contains briefing of various 

research papers is to be used. The proceeding chapter contains the detailed SRS of the project describing the 

user feasibility, functioning of various modules, time line chart and process modeling. The third chapter 

contains IDEA matrix, mathematical model and feasibility analysis. It also contains all the use case 

diagrams related to the project. 

Problem Definition: 

When we try to find questions from QA systems we get lots of answers and to find what we want is 

very tough work because it consumes lots of time and we have to read each and every question manually so 

to solve this problem we are implementing this paper. 

Objectives  

 The main objective is to provide users to get information from CQA systems where lots of 

discussion is done and to find out information we are providing this system.  
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 Help user to get best and relevant answers for question searched. 

 Help to save time of users by providing relevant answers. 

 Provide user with answers which are related to topics searched. 

System design: 

Data Flow Diagram 0: 
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Data Flow Diagram 1: 
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ER Diagram: 

 

 

Class Diagram: 
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Sequence Diagram: 

 

Deployment diagram 
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SYSTEM ARCHITECTURE 

 

  

 Above fig shows system flow  Search a question, instead of choosing the best answer from 

the most relevant question, in this paper, we present a novel Pairwise Learning to rank model, nicknamed 

PLANE, which can quantitatively rank answer candidates from the relevant question pools. In that two 

components are present: offline learning and online search. Particularly, during the offline learning calculate 

the sentiment positive, negative, and neutral training samples in terms of preference pairs. The PLANE 

model can be jointly trained with these three kinds of training samples.  We conduct extensive experiments 

over two datasets, collected from a vertical CQA site HealthTap and a general CQA site Zhihu.com, 

respectively 
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Related Works  

2. 1  Combining  multiple  features  for  Answer  Selection  in Community  Question 

Answering : 

Our system combines 16 features belonging to 5 groups to predict answer quality. Our final model achieves 

the best result in subtask A for English, both in accuracy and F1- score. We only take part in subtask A 

for English and there can be lots  of confusion. And for that we will use semantically rich representations of 

text will be used for improvement in performance. 

 

2.2  Learning to find topic expert in a twitter via different relation : 

Based on the current trending topics and hashtags we  fetch the answers. 

It working on blog and microblog technique where we find experts based on information but need to work 

on finding experts with good knowledge and interest of expert. 

 

 

2.3  Learning to Recommend Descriptive Tags for Questions in Social Forums : 
 

In this system enables each question to have multiple manually assigned topics without constraints on the 

vocabulary. These tags summarize question content in a coarse-grained but semantically meaningful level. 

This work unravels the incomplete and biased problems of question tags. And we will work on it in our 

future work 

 

2.4 Improved Answer Ranking  in Social Question-Answering Portals : 

  

In this paper we work on usefulness of our features and query expansion techniques, and point to the 

importance of regularization when learning from noisy data. And to address an extension of the described 

approach to an end-to end QA system that includes a question-question mapping and a ranking over the full 

space of answers. 

 

2.5  Beyond Text QA: Multimedia Answer Generation by Harvesting Web Information  

Different from the conventional MMQA research that aims to automatically generate multimedia answers 

with given questions, our approach is built based  on the community-contributed answers, and it 

can thus deal with more general questions and achieve better performance. Another problem is the lack of 

diversity of the  generated media data. We have adopted a method to remove duplicates, but in many cases 

more diverse results may be better. In our future work, we will further improve the scheme, such as 

developing better query generation method and investigating the relevant segments from a video 
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DESIGN OF THE STUDY  

Propose Algorithm:-  

Step 1: Search question. 

Step 2: Find QA pairs for entered question. 

Step 3: Build training dataset. 

Step 4: Forward QAs pairs. 

Step 5: Plane model (Ranking of pairs using KNN and SVM). 

Step 6: Optimization on pairs. 

Step 7: Display relevant QAs pairs. 

     TOOLS USED 

 JDK 1.8 or higher version 

 Eclipse Mars or higher version 

 MySQL 5.7 or higher version 

 Tomcat 8 or higher version 

 

Software Requirement: 

 

 Operating System         :  windows 8 and above.. 

 Application Server             : Tomcat5.0/6.X                                  

 Language                           :  Java  

 Front End                          :  Java 8  

 Database                           :  MySQL 

 

Hardware Requirement: 

 The hardware design of the system includes designing the hardware units and the interface between those 

units. 

 

 Processor                       -   Intel i3/i5/i7 

 RAM                              -   4 GB (min) 

 Hard Disk                       -   50 GB 
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STATISTICAL TECHNIQUE USED 

We have used data mining techniques such as search keywords, feature extraction in our project to extract 

the information from search questions. It is concerned with where the system proposed for development for 

computerized. The hardware development is so fantastic that there is hardly any business or job that cannot 

computerize 

 

Experiment Result: 

The result of our system is, In Community question and answer systems when we try to find 

questions we use archives where we can find them using theoretical base. But it can be time consuming part 

to find out questions and where they can be associated with different answers and to find out relevant 

answers they need to go through lot of answers to find what is needed. 

 

Future scope: 

In future we plan for developing a system that will overcome the disadvantage of the system. Our 

existing model is able to incorporate the neutral training samples and select the discriminative features. So 

here we are focusing on the best features. 

 

Conclusion: 

In this paper, we are providing new way to find best and relevant answers for asked questions. It supports 

with two online and offline components where in offline we train our system based on asked question and 

find answers based on it. In offline we calculate the create training samples in the forms of preference pairs 

using keywords in question.  In the online search component, for a given question, we first collect a pool of 

answer candidates by finding its similar questions using plane model where we rank answers based on 

question and when user search he will be given best and relevant answer and then he can rate answers so 

that next time user will get that rated answer at top. 
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