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Abstract— Bank monitor several loan related attributes for tracking the condition and quality of their financial portfolios. If the trend of loan related status is understood well, the bank would be able to proactively take actions to avoid the prolonged delinquency and loan defaults. If an early warning system is available to predict the risk with a loan well-ahead of time, the bank can potentially take corrective measures to prevent the loan from defaulting. Estimating the probability that an individual would default on their loan, is useful for banks to decide whether to sanction a loan to the individual or not. But this process is more difficult to bank as they holds the huge volume of customer data from which they are unable to arrive at a judgment if an applicant can be defaulter or not. This problem can be overcome by using the Data Mining technique; it is a promising area of data analysis which aims to extract useful knowledge from tremendous amount of complex data sets. We introduce an effective prediction technique that helps the banker to predict the credit risk for customers who have applied for loan. The different models uses in this application i.e. Decision Tree and Random Forest model and analyses the credit risk for optimum result. This application can be used by the organizations in making the right decision to approve or reject the loan request of the customers.
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I. INTRODUCTION

In today’s world there are many risks involved in bank loans, so as to reduce their capital loss, banks should perform the risk and assessment analysis of the individual before sanctioning loan. In the absence of this process there are many chances that this loan may turn in to bad loan in near future. Bank monitor several loan related attributes for tracking the condition and quality of their financial portfolios. In every country there banks are facing a bad loan problem for example. In our country all the leading banks including government and private sector are facing huge bad loan problems and day by day its severity going to increase. It’s very difficult for bank to predict the future of loan which they are going to sanction in initial days. Almost all banks are facing NPA (Non Performing assets) problem and after every day this trend is on increasing. If banks are not able to fix this trend early then on one day this will result in the total collapse of the financial system of the country. Also this process is extremely difficult for banks to predict the future of sanctioned loan (i.e. whether it may be the part of NPA or not) as they holds the huge volume of customer behaviour related data.

In this case our application will helps banks whether to approve a loan or reject it in initial loan approval days using the data mining techniques. Using data mining techniques we can identify the bad loan patterns and depends on that bank can decide whether to sanction the loan or reject it. Two different models used in this application i.e. Decision Tree and Random Forest model and analyses the credit risk for optimum result. Decision tree methodology is a commonly used data mining method for establishing classification systems based on multiple covariates or for developing prediction algorithms for a target variable. This method classifies a population into branch-like segments that construct an inverted tree with a root node, internal nodes, and leaf nodes. The algorithm is non-parametric and can efficiently deal with large, complicated datasets without imposing a complicated parametric structure. When the sample size is large enough, study data can be divided into training and validation datasets. Using the training dataset to build a decision tree model and a validation dataset to decide on the appropriate tree size needed to achieve the optimal final model. Random Forest is a versatile machine learning method capable of performing both regression and classification tasks. It also undertakes dimensional reduction methods, treats missing values, outlier values and other essential steps of data exploration, and does a fairly good job. Several R functions and packages are used to build the classification model and predict the customer loan request depends on that banks can arrive on a particular conclusion. To save the time of both banks and customers, it is required to develop a system which will collect the data from customer and will provide the result after processing with different data mining techniques. After knowing the loan request result, customer can visit a bank and bank can process the request based on loan number which was sent to customer. As we are using the more sophisticated data mining approach, our model gives us the most accurate result. This is a whole automate process it saves the both Bank and individual/institution time and also help to bank in identifying the future of loan request (i.e. Bad loan or good one) and depends on that bank can take the action. Our proposed model helps bank to know the future of loan request more accurately in advance and also helps them to reduce the bad loan problem. To save the time of both banks and customers, it is required to develop a system which will collect the data from customer and will provide the result after processing with different data mining techniques. After knowing the loan request result, customer can visit a bank and bank can process the request based on loan number which was sent to customer.
Data mining is a multi-disciplinary field which combines statistics, machine learning, artificial intelligence and database technology. There are different types of data mining techniques include classification, clustering, association rule mining, prediction and sequential patterns, neural networks, regression etc.[1] The work in[2]the model proposed an effective prediction model for predicting the credible customers who have applied for bank loan. Decision Tree is applied to predict the attributes relevant for credibility. This prototype model can be used to sanction the loan request of the customers or not. The work in [3] the author introduces a framework to effectively identify the Probability of Default of a Bank Loan applicant. The metrics derived from the predictions reveal the high accuracy and precision of the built model.

Customer Relationship Management: Data mining can be useful in all the three phases of a customer relationship cycle such as customer acquisition, increasing value of the customer and customer retention [4]. Customer acquisition and retention are very important concerns of any industry, especially the banking industry. Banks have to cater the needs of the customers by providing the services they prefer. This will ultimately lead to customer loyalty and customer retention. Data mining techniques help to analyse the customers who are loyal from those who shift to other banks for better services. If the customer is shifting from his bank to another, reasons for such shifting and the last transaction performed before shifting can be known, and this will help the banks to perform better and retain their customers.

The proposed model in [5] proposed ensemble classifier is constructed by incorporating several data mining techniques, that involves optimal associate binning, discretize continuous values, neural network, support vector machine, and Bayesian network are used. The data driven nature of the proposed system distinguishes it from existing credit scoring systems. The aim of the study in [6] is to introduce a discrete survival model to study the risk of default and to provide the experimental evidence using the Italian banking system. The work in [7] proposed to reduce this risk factor behind selecting the safe person so as to save lots of bank efforts and assets. This is done by mining the Big Data of the previous records of the people to whom the loan was granted before and on the basis of these records/experiences the machine was trained using the machine learning model which give the most accurate result. The work in [8] introduces an effective prediction model for the bankers that help them predict the credible customers who have applied for loan. Decision tree induction data mining algorithm to predict the attributes relevant for credibility. The work in [9] proposed various ensemble algorithms like bagging, boosting and stacking are implemented and their efficiency and accuracy is compared. The robust predictive models are able to predict the default with high degree of accuracy. Its attempts to build robust data mining models to predict the defaulters using data obtained from one of finance company

III. IMPLEMENTATION

Using J2EE features we have developed an application which captures all the required information from the customer, then all the captured information sent to the classification model which is developed using different R functions and packages. Classification model analyses the data and provides the result, based on this J2EE application returns the loan request status to customer and also persists the same in bank repository for future use. As we are using the more sophisticated data mining approach, our model gives us the most accurate result. This is a whole automate process it saves the both Bank and individual/institution time and also help to bank in identifying the future of loan request (i.e. Bad loan or good one) and depends on that bank can take the action. Our proposed model helps bank to know the future of loan request more accurately in advance and also helps them to reduce the bad loan problem. The steps involved in this model building methodology are represented by below.

Step 1 – Data Selection
Step 2 – Data Pre-Processing
  Step 2.1 – Outlier Detection
  Step 2.2 – Outlier Ranking
  Step 2.3 – Outlier Removal
  Step 2.4 – Imputations Removal
  Step 2.5 – Splitting Training & Test Datasets
  Step 2.6 – Balancing Training Dataset
Step 3 – Features Selection
  Step 3.1 – Correlation Analysis of Features
  Step 3.2 – Ranking Features
  Step 3.3 – Feature Selection
Step 4 – Building Classification Model
Step 5 – Predicting Class Labels of Test Dataset
Step 6 – Evaluating Predictions

Figure no. 1 shows loan prediction flow of bank in which user login into the system by using, username and password. User fills the loan application form and submits these submitted data goes to the bank by using data selection method. The dataset has many missing and imputed data which is replaced by using pre-processing method. Using pre-processing data are in correct form that is used for prediction. On the basis of prediction result the bank passed or failed the loan request.
IV. EXPERIMENTAL RESULT

The result of the experimental analysis in predicting the loan repayment capacity presented in this section. We have implanted our proposed model in J2EE application. An existing bank dataset has been used for the prediction.

A. Dataset Selection
TABLE 1 Dataset Attribute Types

<table>
<thead>
<tr>
<th>Gender</th>
<th>Married</th>
<th>Dependents</th>
<th>Education</th>
<th>Self-Employed</th>
<th>Applicant Income</th>
</tr>
</thead>
</table>

| Co-Applicant Income | Loan amount | Loan amount in term | Credit history | Property area | Loan status |

B. Pre-Processing

Data preprocessing is the most time consuming phase of a data mining process. Data cleaning of loan data removed several attributes that has no significance about the behavior of a customer.

1. Outlier Detection: Outliers in data can distort predictions and affect the accuracy, if you don’t detect and handle them appropriately especially in regression models.

![Fig. 2 Outlier detection for all numeric features](image)

2. Outlier Ranking: The agglomerative hierarchical clustering algorithm chosen for ranking the outlier is less complex and easy to understand. The ranking is obtained on the basis of the path each case follows within the merging steps of an agglomerative hierarchical clustering method.

3. Outlier Removal: The observations which are out of range (based on ranking) are removed. Remove the outlier i.e. foreign data for better model building.

![Fig. 3 Outlier removal for all numeric features](image)

4. Imputations Removal: Imputation is the process of replacing missing data with substituted values. The method used for null values removal is multiple imputation method. There were no null values for the attributes in the dataset we have chosen and hence the number of records remains unchanged after this step.
5. Splitting training and Test Datasets: Before proceeding to further steps, the dataset has to be split into training and test dataset so that the model can be built using the training dataset.

6. Balancing Training Dataset: A balanced data set is a set that contains all elements observed in all time frames. The Generalized Linear model handles unbalanced classification problems and it generates the new dataset that addresses the unbalanced class problem.

C. Features Selection

1. Correlation analysis of features: Dataset may contain irrelevant or redundant feature which might make the model more complicated. Hence removing such redundant features will speed up the model. Correlation analysis is a method of statistical evaluation used to study the strength of a relationship between two, numerically measured, continuous variables (e.g. height and weight). This particular type of analysis is useful when a researcher wants to establish if there are possible connections between variables.
2. Ranking Features: The aim of this step is to find the subset of feature that will be really relevant for the analysis as irrelevant feature causes drawbacks like increased runtime, complex patterns etc. this resultant subset of features should give the same results as that of the original dataset. In table 2 we are finding the important features which have huge impact on loan approval.

### TABLE 2 Important Features

<table>
<thead>
<tr>
<th>Features</th>
<th>MeanDecreaseAccuracy</th>
<th>MeanDecreaseCost</th>
</tr>
</thead>
<tbody>
<tr>
<td>ApplicantIncome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CoapplicantIncome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LoanAmount</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IncomePC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LoanAmountByInc</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Ranking of features and Features selection: After finding the important features plotting them highest to lowest impact on loan approval decision. Selecting the important feature on which loan can be approved.
D. Building Classification Model:

It predicts the class of objects whose class label is unknown. Its objective is to find a derived model that describes and distinguishes data classes or concepts. The Derived Model is based on the analysis set of training data i.e. the data object whose class label is well known. Using the Random Forest algorithm feature selection can be achieved and the targeted learner model can be build.

E. Predicting Class Labels of Test Dataset:

Prediction can also be used for identification of distribution trends based on available data. The model is tested using the test dataset by using the predict() function.

F. Evaluating Prediction:

In the final stage, the designed system is tested with test set and the performance is assured.

V. CONCLUSIONS

The banking industry is highly competitive. It is sensitive to political and economic conditions in their domestic countries and all over the world. Because of a lot of risks, a key strategy for many banks is to improve their performance by reducing costs and increasing revenues. Data Mining techniques are very useful to the banking sector for better targeting and acquiring new customers, most valuable customer retention, automatic credit approval which is used for fraud prevention, fraud detection in real time, providing segment based products, analysis of the customers, transaction patterns over time for better retention and relationship, risk management and marketing. This application helps the organizations in making the right decision to approve or reject the loan request of the customer. This will definitely help the banking industry to open up efficient delivery channels and avoid the huge financial losses. This model is built using the data mining functions available in the R package. For data selection we are using a web based application which is developed using the J2ee features. After selecting the data, the most important and time consuming step in data model building is the data pre-processing. Classification techniques in R were used to make the data ready for further use. Several R functions and packages are used to build the classification model and predict the customer loan request depends on that banks can arrive on a particular conclusion. Using this methodology bank can easily identify the required information from huge amount of data sets and helps in successful loan prediction to reduce the number of bad loan problems.
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