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Abstract: Videos are more complex than images as they are a sequence of changing images. Video retrieval consists of a series of 

steps such as segmentation, frame selection, feature extraction and similarity measure. The paper presents the approach called 

Color Difference Histogram which exploits the perceptually uniform colour differences between two points under different 

background in accordance with the color and the edge orientations. As the system is based on the content of the videos, the query 

used here is a snap shot taken from the video recorder. 

 

Index Terms - Video Retrieval; Content based retrieval; feature extraction; colour difference histogram 

  

I. INTRODUCTION 

 

Today the usage of multimedia data around the world has been increased to a different level. The development of all in one 

electronic gadget such as PDAs, smart phones laptops and digital cameras the generation of images, videos and audios is just a 

click away [1]. A lot of research is being done to find better options for searching the information. Out of different types of 

multimedia data available, such as images, videos and audios; videos are far more complex and hard to retrieve. The traditional 

methods of web search for video retrieval were limited and less efficient as there were lack of understanding and limited 

processing of video contents [2]. The methods used were based on annotations and metadata available. Therefore they suffer with 

all the drawbacks of traditional text-based search systems [3]. In order to remove the demerits and get a robust image retrieval 

system the concept of Content Based Retrieval came into existence. It is evident from the name that the retrievals carried out on 

the basis of the content of the query itself. Just as images the Content Based Video retrieval isdesirable because most of the video 

retrieval systems are based on the traditional annotation based search. 

 

Just as images the video contents are of two types; low level like color [4], shape [5] and texture [6] and high level contents such 

as temporal activity, entropy and other statistical features. Most of the retrieval processes are based on the low level feature 

extraction. But feature extraction is not the first step for the video processing. A complete video retrieval process consists of a 

series of processes. Figure 1 shows the sequence of the processes. 

 

The steps are as follows: 

 Query for video retrieval: the query for the retrieval process could be a short clip or a snap shot taken from the 

video recorder. 

 Video segmentation: this process segments the video into shots; generally used when we take a video clip as a 

query. 

  Key frame selection: this process selects a main or a key frame from which the feature vectors to be extracted. 

 Feature extraction: it generates the feature vector from the key frame. 

 Similarity measures: these are generally the distance metrics which are chosen in accordance with the method 

used to generate the feature vector. 
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Figure 1 Basic video retrieval process 

 

This paper focuses on a method for feature extraction which is proved to be a better option for generating feature vectors for 

Content Based Image Retrieval [7]. The method is generation of a histogram known as Color Difference Histogram which will 

be discussed in later sections. 

 

II. RELATED WORK 

 

A considerable work has been done in the field of content based information retrieval exploiting the low level contents of 

images and videos such as color, shape and texture [8]. Talking about the querying system in the image retrieval system; it is 

done keeping in mind the visual content of the images such as color, shape, sketchor simply a similar image. It is to be noted 

that the video retrieval system is just an extension of the process of image retrieval. It is done by adding two processes of 

segmentation and key frame selection. Later on the work is similar as that of image feature extraction. Key frame extraction 

can be done in several ways: Video Shot Method, Content Analysis Method, Cluster Based method and motion based analysis. 

 

But in a general way video retrieval can be divided into two simple steps: (1) extraction of video segments to get the 

characteristics features and (2) find a similarity comparison to fetch similar videos from the database. In this regard Content 

Based Video Retrieval is considered one of the most difficult. Just as the images have several ways of processing and retrieval 

videos also have different ways, for example video retrieval based on colors [9], video retrieval based on texture, video 

retrieval based on entropy. All these different manners of retrieving videos effectively and efficiently allowed Content Based 

Video Retrieval to be promising way to develop future video search engines [10]. 

 

Key issue in content based video retrieval is effective motion feature extraction. Features can be both either low or high level 

features. Color histograms and Edge histograms are mostly used in order to detect color and edge features [11]. The physical 

properties of images are represented by texture. Various algorithms have been designed for texture analysis, such as gray level 

co-occurrence matrices. This approach explored the gray levelspatial dependence of texture [12]. 

 

III. PROPOSED METHOD 

 

This paper focuses on the combine the color and the texture feature extraction in a single algorithm to make programming 

effort easier and less time consuming. Some algorithms can ultimately combine color and texture together these include the 

color edge co-occurrence histogram integrative co-occurrence matrices, the Textonco-occurrences matrix, the micro-structure 

descriptor and the multi-Textron histogram [13].The main concern was to combine the color and the texture feature extraction 

in a single algorithm to make it less time consuming. 

 

The paper proposed Color Difference Histogram which is used to describe image features for image retrieval. This histogram is 

entirely different from existing histograms, and the proposed color difference histogram uses the perceptually uniform color 

difference as the histogram values. However, most of the existing histogram techniques merely focus on the frequency or 

number of pixels, which are used as the histogram values. In the proposed algorithm, orientation and perceptual color 

information have been combined in the unified framework, and both of their spatial layouts have been considered. The same 

algorithm can be extended to extract features ofthe images. 
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A. Color Difference Histogram (CDH) 

When talking about color images the perceptually uniform color difference between colors and edge orientations cover on rich 

variety of visual information, it is very useful information and plays an important role in image content analysis and 

understanding. Figure 2 shows the process of plotting the CDH. 

 

 

 
 

Figure 2 Process of Plotting CDH 

The process involves converting a RGB color image or snap shot taken from the video to convert into L*a*b* color space [14]. 

This can be done using MATLAB image processing toolbox easily. It converts the image according to illuminanat D65 

[15].Then we calculate the gradients of the image vectors. In order to extract chromatic information the process of quantization 

is carried out. The aim of color quantization is to pick and allot a limited set of colors for representing a given color image. The 

L*a*b* space used is quantized into 90 color which are perceptually uniform to human perceptual system. 

 

The color features (Hcolor) and the other is for the edge orientations (Hori). 

 

Hcolor= ΣΣ((ΔL)2 + (Δa)2 + (Δb)2)½ 

 

Hcolorcan represent the perceptually uniform color difference between neighbouring edge orientations using color index 

information as a constraint, leading to a 90-dimensional vector. 

 

Hori = ΣΣ((ΔL)2 + (Δa)2 + (Δb)2)½ 

 

Hori can represent the perceptually uniform color difference between neighbouring color indexes with edge orientation 

information as a constraint, leading to an 18-dimensional vector; in total, a 90+18=108 dimensional vector is obtained for the 

final image features during image retrieval [16, 17]. 

 

The paper used improved version of Canberra distance as the similarity measure [18]. For each group representative image a 

108-dimensional vector is calculated as R = [R1, R2,…R108] and same 108-dimensional vector is calculated for the browsed 

query image as Q = [Q1, Q2,…Q108].  

 

The distance is given as: 

D(R,Q) = Σ108 

i=1(|Ri- Qi|)/(|Ri+f| + |Qi + s|) 

Where, f = Σ108 

i=1(Ri/108) and 

s = Σ108 

i=1(Qi/108) 

 
IV. RESULTS AND DISCUSSION 

 

A. Datasets 

 

Total 8 videos of less than 10 second duration are used for snap shot extraction and retrieval purposes. 

B. Numerical Results 
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TABLE I 90-Dimensional color vector 

 

 
 

TABLE II 18-Dimensional Orientation vector 

 

 
 

TABLE III Canberra Distance 

 

 
 

TABLE IV RESULTS 
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C. Snap shots 

 

 
 

Figure 3 Browsing a query snap shot 
 

 
 

Figure 4 L*a*b* spaces 
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Figure 5 Minimum and Maximum Gradients 
 

 

 
 

Figure 6 Color Difference Histogram 
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V. CONCLUSION 

Apart from the issue of getting searched results another concern of large scale multimedia retrieval isdevelopment of an 

efficient algorithm for the retrieval system. Video retrieval problem is ultimately reduced to image retrieval after key frame 

selection. Most image retrieval techniques uses separate algorithms for differentfeatures. The proposed method reduces both 

the programming effort by reducing the number of algorithms fordifferent discriminating features and similarity measures and 

the computation time by retrieving images from thegroup rather than comparing individual images of the database. The 

proposed method considers both the colorand the spatial layout of the images to a significant extent by using as 108-dimesional 

vector. 
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