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ABSTRACT  :   Diabetic retinopathy is one type of diabetic disease which is related to eye. This is the major cause of blindness that 

is facing by human being. It  is also one of the dangerous disease facing by human society. The diagnosis of diabetic retinopathy is 

very important now a days using various types of techniques. Here, there are various classification techniques and and analysis tools 

can be to diagnosis of such type of diseases. The diagnosis of diabetes can be done using like C4.5, Random Forest, MLP, SMO, 

Naïve  Bayes, Bayes Net and Random Tree data mining  techniques for classification of Diabetic retinopathy disease. We have also 

ensemble the trained classifiers like: Random Forest (RF) and Multi Layer Perceptron (MLP) for achieving  the better accuracy, 

sensitivity and specificity measures of diagnosis of diabetes retinopathy. 
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I. INTRODUCTION 

Nowadays Diabetes has emerged as a major health care problem in India. According to the International DiabetesFederation (IDF), 

there were an estimated 40 million patients with diabetes in India in 2007 and this number ispredicted to rise to almost 70 million 

patients by 2025. The countries with the largest number of Diabetic people willbe India, China and USA by 2030 [5]. 

 Diabetic retinopathy is the name given to the changes in the retina, which occur over a period of time in diabetics. The retina 

is the back part of the eye and is made up of cells, which are sensitive to light. It is fed by a network of blood vessels and any change 

in these blood vessels can cause the difficulties with vision. The walls of the blood vessels become fragile and then start to break, 

leaking blood around them. Sometimes, before the walls actually break, the weakened area can be seen, by the person who examines 

the eye, to have ballooned out. These are called micro-aneurysms. If these break, the amount of blood which leaks out is fairly small, 

and the only symptoms may be a few areas of blurring or floating spots in front of the eyes . Later the blood vessels may stop carrying 

blood permanently, and the cells in the retina will die from lack of nourishment. This kind of loss of sight is gradual but at the present 

time, it is permanent[7] Diabetes mellitus (DM) is a multi-factorial metabolic disorder characterized by altered insulin production or  

activity, clinically manifested as elevated blood glucose. DM can be divided into type 1 or insulin dependent DM  (IDDM) and type 2 

or non-insulin dependent DM(NIDDM)[1]. Diabetic retinopathy (DR) is a serious complication of diabetes mellitus, and its 

prevalence has been increasing worldwide. DR remains a leading cause of preventable vision loss, despite advances in diabetes 

care[2]. 

 There are various authors have worked in the field of diagnosis of Diabetic retinopathy disease.Shahira M. Habashy et al. 

(2013) suggested Fuzzy C-Means (FCM) clustering for detecting and classification of Diabetic retinopathy disease [7]. Shraddha 

Jalan et al. (2015) proposed the overall methods developed to detect exudates from retinal digital images of retinopathy patients and it 

is intended to help the ophthalmologists in the diabetic retinopathy screening process to detect symptoms faster and moreeasily 

[3].Niladri Sekhar Datta et al.(2013) proposed method to enhances the quality of the DR image while preserving the sharpness and 

minute of the details. They also proposed method may be directly implemented in any image processing engine both for large and 

high resolution Diabetic Retinopathy images [4].Yinan, Zhang et al. (2016) compared classifiers to validated on public diabetic 

retinopathy dataset. Kernel technique and bagging technique are also tested and analyzed. 

II. METHODS AND MATERIALS 

 

This section includes data mining based classification techniques like Random forest(RF), Multilayer Perceptron (MLP) and its 

ensemble model for classification of  diabetic retinopathy disease patient or not. This section also includes description of data set used 

in this research work. 
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2.1  Random Forest 

 

RF is one of the so-called ensemble methods for classification, because a committee of learners (trees in this case) is generated and 

each one casts a vote for the predicted label of a given instance. The trees are built using the classification and regression trees 

methodology (CART) [9]. In constructing the ensemble of trees, RF uses two types of randomness: first, each tree is grown using a 

bootstrapped version of the training data. A second level of randomness is added when growing the tree by selecting a random sample 

of predictors at each node to choose the best split. The number of predictors selected at each node and the number of trees in the 

ensemble are the two main parameters of the RF algorithm. 

 

2.2  MLP 

 

MLP (Pujari, A. K., 2001) [10] is a development from the simple perceptron in which extra hidden layers (layers additional to 

theinput and output layers, not connected externally) are added. More than on hidden layer can be used. The network topology 

isconstrained to be feed forward, i.e., loop-free. Generally, connections are allowed from the input layer to the first (and possibleonly) 

hidden layer, from the first hidden layer to the second and so on, until the last hidden layer to the output layer. The presence ofthese 

layers allows an ANN to approximate a variety of non-linear functions. The actual construction of network, as well as 

thedetermination of the number of hidden layers and determination of the overall number of units, is sometimes of a trial-and-

errorprocess, determined by the nature of the problem at hand. The transfer function generally a sigmoid function. 

 

2.3  Ensemble Model 

 

Two or more modes combined to form a new model is called an ensemble model (Han J. et al., 2006) [11] . An ensemble model is 

acombination of two or more models to avoid the drawbacks of individual models and to achieve high accuracy. In this researchwork, 

we have used various combination of Random Forest and MLP to improve theperformance of model. 

 

III. Data Set 

 

Diabetic Retinopathy Debrecen Data Set Data Set is a collection of UCI repository [8] which consist 19 attributes and 1 class 

havingDiabetic Retinopathy patient and Non Diabetic Retinopathy patient. This data set also consists of 1151 instances. In which 611 

are Diabetic Retinopathy patient records and 540 non Diabetic Retinopathy patient records.Class label. 1 = contains signs of DR 

(Accumulative label for the Messidor classes 1, 2, 3), 0 = no signs of DR. 

IV. EXPERIMENTAL RESULTS 

In this research work, we have used WEKA data mining software to analysis of diabetic retinopathy data. We have compared the 

performance of models using WEKA data mining tools. We have used data mining based classificationtechniques like C4.5, Random 

Forest, MLP, SMO, Naïve  Bayes, Bayes Net and Random Tree for classification of diabetic data but RF and MLP classifier for 

classification of Diabetic retinopathy. We have also ensemble these two technaiues which achieved better classification accuracy 

compare to all individuals classifiers. The proposed ensemble classifier gives 71.1806% of accuracy which is highest among others. 

Table 1 shows that performance of classification techniques using WEKA data mining software and fig1 is graphical representation of 

result. 

Table 1: Accuracy of models in WEKA data mining Tool 

 

 

 

 

 

 

 

Algorithm Accuracy 
Confusion Matrix 

Random forest 65.625  % 

a  b   <-- classified as 

 91 38 |  a = 0 

 61 98 |  b = 1 

MLP 69.7917 % 

a   b   <-- classified as 

  91  38 |   a = 0 

  49 110 |   b = 1 

RF +MLP 71.1806 % 

a   b   <-- classified as 

  96  33 |   a = 0 

  50 109 |   b = 1 
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Fig. 1: Performance measures of models with WEKA data mining tools. 

V. CONCLUSION 

Diagnosis of Diabetic retinopathy disease is very dangerous disease faced by most of human being. Classification is a method through 

which we found the Diabetic retinopathy disease patient or normal patient. In this work, we analyzed models like Bayes Net,, RF, 

C4.5 and Random tree gives satisfactory result. We have also developed the ensemble model by combining two techniques: Random 

Forest (RF) and Multi Layer Perceptron (MLP) for the improving the accuracy which gives 71.1806% of accuracy.  
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