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Abstract:  This project discusses about a brain controlled wheel chair based on Brain–computer interfaces (BCI). BCI’s are systems 

that can bypass conventional channels of communication (i.e., muscles and thoughts) to provide direct communication and control 

between the human brain and physical devices by translating different patterns of brain activity into commands in real time. The 

intention of the project work is to develop a robot that can assist the disabled people in their daily life to do some work independent of 

others. 

 

                                 Here, we analyze the brain wave signals. Human brain consists of millions of interconnected neurons, the 

pattern of interaction between these neurons are represented as thoughts and emotional states. According to the human thoughts, this 

pattern will be changing which in turn produce different electrical waves. A muscle contraction will also be generate a unique 

electrical signal. All this electrical waves will be sensed by the brain wave sensor it will convert the data into packets and transmit 

through Bluetooth medium. Level analyzer unit (LAU) will receive the brain wave raw data and it will extract and process the signal 

using MATLAB platform. Then the control commands will be transmitted to the robot module to process.  With this entire system, we 

can move a robot according to the human thoughts and it can be turned by blink muscle contraction. 

 

Index Terms - Brain-computer interfaces (BCI), level analyzer unit (LAU), blink muscle contraction. 

  

I. INTRODUCTION 

       Brainwaves are the crucial part of this system. There are various kinds of waves based on our Meditation and Attention levels. 

We set some threshold values, which guide the wheelchair for forward or backward movement and steering. The wheelchair is properly 

calibrated when it’s not used to ensure that it functions optimally. The Wheelchair is integrated with ultrasonic sensor. It is used to 

detect the distance between obstacle and wheelchair. If the obstacle is very nearer to wheelchair, the wheelchair moves backward. Next, 

the meditation and attention levels of the patient are recorded with a brainwave sensor, which also transmits them wirelessly to the PC 

by using Bluetooth. Subsequently, these waves are sent to Arduino module by using Zigbee module. If the patient blinks both the eyes, 

the wheelchair is turned left or right, depending on the number of blinks. As a result, the patients are made to be autonomous and self-

reliant. 
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II. BLOCK DIAGRAM DESCRIPTION 

 
Figure 1 Block Diagram 

     

  Firstly, a dry electrode is used to record the brain waves .These raw waves are sent via Bluetooth to a data processing unit whose 

output is serial data. Subsequently, this data is sent to Arduino. Furthermore, the Arduino is connected to a display and two motors 

which rotate according to the commands of Arduino. 

 

           Here, the data processing unit is programmed using IDE such as Matlab and interfaced with Arduino. Moreover, Arduino is also 

programmed by using an Arduino IDE. Furthermore, Thinkgear Connector scans the ports for EEG signal and sends it to Matlab for 

further processing. 

      

III. FLOW CHART 

 

 
Figure 2 Flow Chart 
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                   Initially, Bluetooth should be turned on. Next, the brain wave sensor acquires the EEG signals from the brain using a dry 

electrode. Subsequently, these values are transmitted to Matlab using Bluetooth. Now, these values are sent to protype using Zigbee 

connection. 

IV. EXISTING SYSTEM 

      In the existing system, patient must depend on other person for moving wheelchair. It is more time consuming task and it is less 

effective. Moreover, the normal person may not be available all the time. As a result, it becomes uncomfortable for both patient and 

his/her helper. Furthermore, pushing a wheelchair is a mundane task and it requires lots of concentration. In the end, the hospital may 

be crowded due to increased number of visitors. 

V. PROPOSED SYSTEM 

In this system, the disabled people needn’t call others to move their wheelchair. Instead, a robotic module that consist of various 

components like Arduino, Brainwave Sensor, and Zig-bee will take care of the task .In other words, the nerves of the patient are 

bypassed using this wireless technology. An Ultrasonic sensor is used, which detects obstacles and moves the wheelchair backwards. 

The steering of the wheelchair is guided by using eye blink of the patient. 

 

 VI. METHODOLOGY 
  

 6.1 Ultrasonic Sensor 

 

                                                                            
Figure 2 Ultrasonic Sensor 

           The sensor is used to detect the distance between Wheelchair and an obstacle. It uses a sound transmitter and receiver .An 

ultrasonic sensor create a ultrasonic pulse called ping and listen for the reflection of pulse .The sound pulse is created electronically 

using a sonar projector consisting of signal generator, power amplifier, and electro-acoustic transducer array. A beam former is 

usually employed to concentrate the acoustic power into the beam. 

           
          It measures the distance of an object by using sound waves .It sends out a sound wave at a specific frequency and listening for 

that sound wave to bounce back. 

    

6.2 Arduino Uno 

 

 

Figure 4 Arduino Uno 

              Arduino Uno is a simple microcontroller which is used in making interactive projects like drone, EEG-based wheelchair, and 
so on. A program that is almost nearer to C++ is written on the Arduino IDE. Next, it is dumped into the Arduino. However, we can 
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erase the program on the Arduino by pressing reset button. It has 14 digital input/output pins (of which 6 can be used as PWM 
outputs), 6 analog inputs, a 16 MHz quartz crystal, a USB connection, a power jack, an ICSP header, and a reset button. 

6.3 Mindwave Sensor 

 

Figure 5 Mindwave Sensor           

      Mindwave sensor for Arduino can record the EEG waves of the mind. It has a dry electrode, an ear clip, and a Bluetooth 

transmitter, which are combined together to transmit brain waves. 

 

6.4 ZIGBEE MODULE      

 
Figure 6 Zigbee Module 

           Zigbee is an IEEE 802.15.4-based specification for a suite of high-level communication protocols used to create personal area 

networks with small, low-power digital radios, such as for home automation, medical device data collection, and other low-power low-

bandwidth needs, designed for small scale projects which need wireless connection. Hence, Zigbee is a low-power, low data rate, and 

close proximity (i.e., personal area) wireless ad hoc network. 

 

  The technology defined by the Zigbee specification is intended to be simpler and less expensive than other wireless personal area 

networks (WPANs), such as Bluetooth or more general wireless networking such as Wi-Fi. Applications include wireless light 

switches, home energy monitors, traffic management systems, and other consumer and industrial equipment that requires short-range 

low-rate wireless data transfer. 

 

VII. RESULTS AND DISCUSSION  

The following are the results which obtained from this work. 

 Wheel chair can be moved just by using brainwaves 

 Transmit the information wirelessly to motors 

 The data of the brain waves can be stored and it is retrieved later. 

 The real-time data transmission and access 

 Obstacles are taken care of by using Ultrasonic sensor. 

 Avoids dependence on others 
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Figure 7 Project Prototype 

 

 

 
Figure 8 Circuit Diagram 

 

VIII. CONCLUSION:  

            The objective of the project is for the real time support for disabled and paralysed patients. Once implemented, we are sure 

that it is an invaluable tool for both patients and doctors. In this information about the brainwaves is sent and movement is performed 

immediately based on their values. The range is very small, as the patient is very near to the wheelchair.  

            

The attention and meditation values vary for different kinds of persons. However, they are normally low for disabled people. Hence, 

the threshold values are set very low. Moreover, The doctors easily get the information about the patient’s brain waves using this 

setup. 

 

VIII. FUTURE WORK  

          We can add some complementary features like Artificial intelligence, Cruise control, distress call, and an alarm. However, the 

basic functionality remains unchanged except for blind people, for whom we insert the electrode in the brain. 
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