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Abstract:  Today's world thrives on information exchange. Hence the need of the day is the information be protected well enough to the transmitted 

over a noisy environment.  This is achieved by adding redundant bits to the information bit streams. If the purpose of adding redundancy bits is just 

to detect error and inform the sender to re-transmit the information. Forward error correction(FEC) is another way of adding redundancy to the 

information bit stream. So, error can be detected and corrected by preventing needed re-transmission. 

 Turbo codes is a very powerful  error correction technique that has made tremendous impact on channel coding in last few years. Turbo 

code bit error rate drops very rapidly with increasing Eb/N0 values. It achieves 10^-5 BER with Recursive Systematic Convolution encoder .The 

iterative decoding mechanism,RSC and use of inter-leaver are the characteristics features of turbo codes.That it enhance data transmission efficiency 

in digital communication system.Turbo codes play a major role in multimedia services in mobile phones.The performance of turbo codes is superior  

with a little Eb/No. 

            The original JPEG(Joint Photography Expert Group) image is encoded using turbo codes and subjected to additive white gaussian noise.In 

this random inter-leaver is used and MAP decoding algorithm is used. We can almost retrieve original image by number of iterations by iterative 

decoder. As the number of iterations increases the noise in image removed. 

 

IndexTerms - Turbo Coding, Forward error correction, Interleaving, puncturing, Iterative decoding, MAP decoding. 

  

I. INTRODUCTION 

Turbo Code proposed in 1993 by Berrou et al, is known for excellent coding gain. It provides the error free communication near to 

Shannon Limit at great extent. Due to many research efforts of the turbo coding community, it is used in standardized system such as third-

generation (3G) mobile radio system and so many other emerging wireless 

Applications. 

Basically, the Turbo code can be classified into two types based on their generator polynomial structures. The component with identical 

encoders is basically known as symmetric turbo codes, otherwise asymmetric turbo code. The parallel concatenated turbo codes can assumes 

identical component code, as in the Symmetric turbo codes, have either a good “waterfall” Bit Error Rate (BER) performance or a good “error floor” 

BER performance but not both. Since, the asymmetric turbo code uses non identical component codes and can be designed with proper selection of 

weight configuration for better BER performance. In this paper, several new classes of asymmetric turbo codes are introduced which improves the 

performance compared to the original turbo codes (symmetric) over the entire range of signal to noise ratios. A practical setup with symmetric and 

asymmetric turbo codes is described and the performance results are discussed.                                                    

 
 

Figure.1. Block diagram of turbo code encoder. 

            

II. ASYMMETRIC TURBO CODE 

The turbo code with non-identical component encoders is known as Asymmetric turbo codes. The BER curve of a turbo code is divided into two 

region i.e. “waterfall” region and “error floor” region. “Waterfall” region is given as a steep slope for a long block of information bits and appears at 

a smaller SNR’s but “error floor” region appears at higher SNR’s and has a shallower slope due to code words of small weight. So, by using 
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symmetric turbo codes we can’t get the better BER performance simultaneously for both waterfalls as well as error floor region. In that respect 

asymmetric turbo code satisfy the requirements for both the regions provided the selection of component encoders are proper. 

A. Asymmetric Turbo Encoders 

The asymmetric turbo code, like symmetric code has two un-identical recursive systematic convolutional (RSC) codes which generate the 

systematic codeword that consist of parity bit and information bit. The block diagram of turbo encoders are shown in figure 1. Two components 

encoders are separated by an interleaver. 

In fig.1, we can see that there are three outputs, systematic output (v0), and two recursive convolutional sequence output (v1 and v2). Two 

parallel concatenated RSC encoders are joint with an interleaver. The simple structure of turbo encoders with code rate 1/2, constraint length 3 with 

un-identical components shown in figure 1. 

B. Asymmetric Turbo Decoders 

In this case also we can use similar decoding algorithms which are applicable for symmetric turbo decoders like Maximum-a-posteriori 

(MAP), Logarithmic Maximum-a posteriori (Log-MAP), Maximum Logarithmic Maximum-a posteriori (Max Log-MAP) and Soft output Viterbi 

decoding (SOVA). However we use un-identical component code in the Corresponding turbo decoders.  

The MAP algorithm is the optimum decoding technique but the complexity is high. It is used to determine the most probable information 

bit that was transmitted but the SOVA is used for most probable information sequence that was transmitted. In Max Log-MAP the values and 

operation are easier to implement due to logarithmic domain but Log-MAP avoid the approximation as in Max Log-MAP. Hence, we used Log-

MAP decoding algorithm for performance evaluation with low computational cost without much compromise in the BER performance. The block 

diagram of Log MAP turbo decoder is shown in figure 2. 

 

 

 
Figure.2.Block Diagram of Turbo decoder 

The improvement in the error floor region can be done by serially concatenated turbo code or a parallel concatenated code of primitive 

components which have worse performance than original Berrou code in waterfall region. In asymmetric turbo code we consider the performance 

characteristic in both region i.e. in “waterfall” region as well as “error floor” region. In this paper we reduce the flattening of the “error floor” curve 

by applying asymmetric turbo code. The asymmetric turbo code with encoder with (7,5) and (15,17) component codes taking half code rate is shown 

in figure 3. Here, we can see that the two component codes are not identical, so it can be treated as asymmetric turbo code. The generated polynomial 

of the components codes are constructed with mixed type of the primitive polynomial and prime polynomial. 

 

 

 
Figure.3.Block Diagram of Asymmetric Turbo Encoder 
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III. THE EFFECT OF VARIOUS CODEC PARAMETERS IN ASYMMETRIC TURBO CODE 

There are many parameters, which affect the performance of asymmetric turbo codes. The various simulation results for asymmetric turbo 

code by using Binary Phase Shift Keying (BPSK) over Additive White Gaussian Noise (AWGN) channels are presented in this section. The 

parameters which affect the performance are as follows:- 

a. The number of decoding iteration 

b. Puncturing (or code rate) 

c. Frame-Length 

d. Component codes 

e. Constraint length 

The parameters which we have used in our simulation are shown in Table I. Before going through the various results for different 

parameters, we have tested and verified the simulation model of asymmetric turbo code by substituting generator polynomials as g1=g2= (15, 13) 

than comparing the result with symmetric turbo code for g0= (15, 13) 

 

 
The curves shown in figure 4 verify the asymmetric turbo codes simulation model. It is found that the result is matching with symmetric 

turbo codes BER performance, as expected. Mainly, the generated polynomials are optimum in terms of maximizing the minimum free distance of 

the components codes [9]. Most of the results in this paper for half code rate and also the decoding technique used are Log MAP decoder. All 

simulation results are taken over an AWGN channel with BPSK modulation. 

A.  The Effect of Number of iterations used 

The performance of an asymmetric turbo code using Log-MAP algorithm with different decoding iteration is shown in figure 5. The 

generated polynomial used for the encoders are taken as (7, 5) and (5, 7). It can be seen from the above figure that the performance is nearly same as 

the encoded bits at low Eb/N0 but at high Eb/N0 the BER performance is improved after one iteration. When we increase the iteration like 2, 4, 6 

and 8 then we get the better performance progressively. But after 6 iteration, there are a little improvement in performance approximately less than 

0.1dB, so we use only 8 iteration due to complexity reason because as we increase the iteration more accurate the result, so more complexity. 
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Figure 5: Performance using different number of iteration 

 

B.  The Effect of Puncturing or different code rate 

Half of the parity bits from each component encoders are punctured when we use the half-rate code. But it is possible to avoid the 

puncturing and transmit all the parity bits through both the components encoder with one third code rate. Hence, the figure 6, shows the performance 

of BER taking parameters from table I, but the code rate is different i.e. half and one third. Like symmetric turbo code, the effect of puncturing in 

asymmetric turbo is also similar and effect reflected in the figure 6 which shows the performance graph for rate one-third is better than the rate one-

half. 

 

 
Figure 6: performance using half and one third code rate 

 

C. The Effect of Frame Length 

The BER performance is better as we increase the frame length. Since, the analysis of associated theoretical performance limits as a 

function of the coded frame length is already given by Dolinar et a.So, a large number of frame length is an unacceptable in real time performance 

because of the delay in transmission. In speech transmission we use 169 bit code while in video transmission we use 1000 bit code .So as we increase 

the frame length we don’t get the real time transmission however it would be useful in data or non-real time transmission. 
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D.  The Effect of Components codes 

The generator polynomial is also the important parameter used in the component codes. Figure 8, shows the different generated 

polynomials which affect the performance by using Log-MAP decoding technique. The generated polynomial used in this paper is for maximizing 

the minimum free distance of the component codes. The performances corresponding to the generator polynomials 

(7, 5; 5, 7) and (15, 17; 17, 15) are shown and compared in this graph. The orders of generated polynomial are important and mostly the octal value 

can be used for feedback to the encoder. There is an important role of generated polynomials in affecting the performance of turbo codes. The 

generator polynomials which consist of the primitive polynomials (P-G) and non-primitive polynomials (NP-G) as the feedback generator 

polynomials (known as mixed type of generator polynomials), gives the best performance in water-fall and error-floor region at low SNR as well as 

high SNR. Table 2 consists of different types of generated polynomials. 

Table 2 

DIFFERENT TYPES OF ASYMMETRIC TURBO CODES WITH 

DIFFERENT GENERATOR POLYNOMIALS 

 

 
 

 

IV. IMAGE TRANSMISSION USING TYPICAL AND PROPOSED ASYMMETRIC TURBO CODES 

In this section, an image transmission system over AWGN and Rayleigh fading channels using typical and proposed asymmetric turbo 

codes as error control coding is provided. The baseline JPEG algorithm is used to compress a QCIF (176 × 144) “Suzie” image. 

 

A. The baseline JPEG image coding 

The implementation of JPEG algorithm in this work is based on the baseline sequential DCT based, which is lossy. At the input to the 

encoder, the source image samples will be grouped into 8 × 8 blocks. Then the elements will go through level shift, FDCT, quantization, zigzag, run 

length and DC encoding, and then the entropy encoding. Finally, a bit stream of compressed image data will be obtained at the end of the encoder. 

Decompression is the exact reverse process. To deal with synchronization problems due to channel errors for bit streams containing variable length 

codes, restart intervals are implemented during the encoding process by keeping track the size of each interval. The decoding process will be 

performed on each interval individually, instead of the whole stream of image data bits. Using this method, any error will be contained in the 

particular interval only, without propagating the error to subsequent data. After decoding an interval, the process will resynchronize and restart to 

decode the next interval. 

Table 3 

Reconstructed image quality using typical turbo code over 

AWGN channel. 
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B. Simulation results of image transmission system 

Simulations are done to compress a QCIF (176 × 144) grey level “Cameraman” image for the quality factor of 68. The JPEG compressed 

data is then encoded using typical and proposed asymmetric turbo codes. BPSK modulation is used. The image transmission system is shown in 

Figure 9. After every iteration, the output of turbo decoder is given to the JPEG decoder to reconstruct the image and the decoded image is compared 

with the original to compute mean square error (MSE) and peak signal-to-noise ratio (PSNR) according to the following formula: 

 
The original and the decoded “Cameraman” images at the output of typical turbo code system over AWGN channel for iteration 1 to iteration 5. The 

Eb/N0 is set as 2 dB. As shown in Table 3, the MSE Therefore, a zero MSE value is achieved for identical images. Higher values denote higher 

deviation between the original and degraded images. Note that a low MSE does not necessarily indicate high subjective quality. PSNR is derived 

using the root mean square error (RMSE) to denote deviation of a compressed image from the original in dB. For an eight-bit image, with intensity 

values between 0 and 255, the PSNR is given by decreases and PSNR increases as we increase the iteration. It is also noticed that even after 5th 

iteration, MSE of 9.1 is left uncorrected, which conforms that baseline JPEG is lossy. The original and the decoded “Camera man” images at the 

output of proposed asymmetric turbo code system over AWGN channel are shown in Figure 11. It is observed that it requires only four iterations to 

correct the errors where as typical turbo code requires five iterations. The quality of the reconstructed images for every iteration. The decoded image 

quality (in PSNR) of typical turbo code and the proposed turbo code systems over AWGN channel are also provided in Figures respectively. We 

observe that higher performance gains are achieved using proposed asymmetric turbo code for all iterations and there is no increase in gain after the 

fourth iteration. The original and the decoded “Cameraman” images at the output of proposed asymmetric turbo code system without interleaver over 

AWGN channel. 

 

 

V. RESULTS 

In this paper, we presented the results of a study on the performance of an image transmission system using typical and proposed asymmetric turbo 

codes. Although the search procedure of perfect parameters for good component encoder at low and high SNR is quiet exhaustive, the modifications 

in turbo encoder really contribute performance improvements in turbo code system. The simulation results in-dicate that the performance of image 

transmission system using proposed asymmetric turbo code is superior to that using typical turbo code for different channel conditions. 

 

 
 

Figure 8: Original and decoded “Cameraman” images over AWGN channel using proposed asymmetric turbo code without interleaver with an 

Eb/N0 of 2 dB. 
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Figure 9: Performance Of Asymmetric Turbo codes with g1= (7, 5) and g2= (15, 13). 

 

 
 

Figure 10: Decoded image quality (in PSNR) of proposed asymmetric turbo code with inetrleaver over AWGN channel. 
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