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ABSTRACT

In recent years it has been observed that analysis and evaluation of students’ performance and retaining the standard of education has become an important aspect in all the educational institutions. This paper is analyzing and evaluating the school students’ performance using data mining classification algorithms with the help of weka tool. Data mining tool is globally accepted as a decision making tool to ease better resource use in terms of student’s performance. Some of the classification algorithms available are Random Forest, J48, Multilayer Perceptron, Decision Table and IB1 are being implemented in this paper. The results of such classification model deals with confusion matrices, accuracy level and also execution time.
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I. INTRODUCTION

Data mining is used by companies with a strong consumer focus - financial, retail, communication, and marketing organizations. It helps companies to understand the relationships among "internal" factors like product positioning, price or staff skills. Data mining is being used in many areas to analyze huge amount of data. In general, data mining also called as knowledge discovery is the process of analyzing data taken from different datasets and summarize them into useful information. Data mining software is an analytical tool to analyze data. It enables users to analyze data from many various angles or dimensions, and summarize the relationship that was identified. In technical terms, data mining is the process of finding patterns or correlations in large relational databases.

Educational data mining (EDM) that is recently discovered with the purpose of machine learning, data mining and statistics that is to be applied on the information generated from educational settings e.g., universities and intelligent tutoring systems. Online Examination is one of such application.

This site helps institutes to register and host online exams. This site was implemented to eliminate the flaws in manual system of conducting exams. All that the user needs to do in order to use this application is to register on the site and then enter the exam details and the lists of the students who will appear for the examination. This approach eliminates the physical location set up for examination and also displays the results immediately thereby reducing effort and time of both the students and the institutions. The growth of Information and Communication Technology has made a huge mark around the world. It helped to achieve a professional level in the field of education with the advantages of lower cost and time. This study analyses student’s performance using data mining technique like decision tree algorithm, classification with the help of a classifier model based on the responses of students to courses evaluation questions.

II. RELATED WORK

Han and Kamber \cite{3} defines data mining software that helps the users to analyze data from different dimensions, categorize and summarize the relationships that are identified in the mining process. to both the patient and the doctor by lab personnel using this functionality.

Brijesh Kumar Baradwaj and Saurabh Pal \cite{1} defines the main aim of higher education institutions is to deliver quality education to students. One way to achieve this goal is by discovering knowledge for prediction regarding enrolment of students in a particular course. Also to detect abnormal values in the result sheet of the students, prediction about students’ performance and so on. The classification process is used to evaluate student’s performance and as there are many
approaches that are used for data classification, the decision tree method is used here.

Alaa El-Halees [4] implemented educational data mining ideas for developing methods in discovering knowledge from data derived from educational environment. The author used educational data mining to analyze the learning behavior of students. Student’s data was collected from the Database course. Once data is preprocessed, we applied data mining techniques to identify the classification, association, and clustering and outlier detection rules. In each of these four tasks, we extracted knowledge that describes students' behavior.

Mohammed M. Abu Tair and Alaa M. El-Halees [5] implemented educational data mining ideas for developing methods in discovering knowledge from data derived from educational environment. The author used educational data mining to analyze the performance of students in order to overcome the problem of low grades of graduate students and try to extract useful knowledge from graduate students. Data for the study was collected from the college of Science and Technology. The data includes fifteen years period [1993-2007]. Once data is preprocessed, we applied data mining techniques to identify the classification, association, and clustering and outlier detection rules. In each of these four tasks, we extracted knowledge and described its importance in educational domain.

G. N. Pandey, Sonali Agarwal, and M. D. Tiwari [6] explain that educational organizations are important part of our society and play a vital role for growth and development of our nation. Data Mining is an emerging technique to efficiently learn with historical data and use the acquired knowledge to predict the future behavior of concern areas.

Monika Goyal and Rajan Vohra [7] implemented data mining techniques to enhance the efficiency of higher education institution. Data mining techniques like decision tree and association, clustering are applied to higher education processes so as to improve students’ performance, selection of courses, their life cycle management, to measure their retention rate and the grant fund management of an institution.

Brijesh B. Baradwaj, Surjeet Kumar Yadav, and Saurabh Pal [11] applied decision tree classifiers in order to find the best classifier for retention data to predict the student’s drop-out possibility.

Brijesh Kumar Baradwaj and Saurabh Pal [12] implement the classification task on student database in order to predict the students division on the basis of previous database

III. OBJECTIVE

This work implements data mining process in a student’s database using classification data mining techniques. The result generated after the analysis of data mining techniques on student’s data base is useful for the executives for training & placement department of engineering colleges. This work categorizes student’s performance in their academic qualifications. In future this study will be helpful for industries and institutions. We can also generate information using other data mining techniques like Predication and Association rules, clustering, etc on different eligibility criteria of industry recruitment for students.

METHODOLOGY

DATA PREPROCESSING

Data have quality if it serves the required purpose. There are several factors comprising data quality that includes completeness, accuracy, consistency, believability, timeliness and interpretability.

Let’s assume that you are a manager at All Electronics and you have are in charge to analyze company’s data. So you fetch company’s database and select the required attributes (e.g., item, price, and units sold). You notice that several attributes for various tuples hold no record value. You also notice that the information about each item purchased was advertised as on sale is missing or not recorded. There are also unusual values, errors and inconsistencies in the data recorded for some transactions. So the data you wish to analyze using data mining techniques are incomplete, inaccurate or noisy and inconsistent. Incomplete, inaccurate and inconsistent data are common properties of large databases. There are various reasons for inaccurate data. It could be the cause of a faulty instrument, human or computer errors. Errors during data transmission are also possible. There can be limited buffer size for coordinating synchronized data transfer and consumption. Duplicate tuples also require data cleaning. Timeliness is also a factor that affects data quality. Let’s assume that you are overseeing the distribution of monthly sales bonuses to the top sales representatives at AllElectronics. Many sales representatives, however have failed to submit their sales records on time. There are also a number of adjustments and corrections that flow in after the month’s end. The fact that the month-end data is not being updated on a timely basis has a negative impact on the entire data quality.

Two other factors that also contribute to data quality are interpretability and believability. Believability means the trust on the data and interpretability means the ease to
understand the data. Suppose that a database, at one point, had several errors, all of which have since been corrected. The past errors might have caused several problems for sales department users, and hence they no longer trust the data. The data also use many accounting codes, that is not understood by the sales department. Though the database is now complete, accurate, consistent, and timely, sales department users may regard it as of low quality because of the poor interpretability and believability.

IV. CLASSIFICATION

Classification is being implemented in order to process the data and classify them into predefined categorical class labels. Classification consists of two step process namely training and testing. In the initial stage a model is designed by analyzing the data tuple from the given training data. Now for each tuple preset in the training data, the worth of class label attribute is being understood. The defined classification rule is then applied on training data in order to form the model. In the next step of classification, the test data is engaged to observe the accuracy of the model. If the accuracy of the model meets the expectation then the model can be used to classify the unknown data tuples. The fundamental techniques to perform classification are neural networks, decision tree classifier, Lazy based classifier and rule based classifier.

CLASSIFICATION ALGORITHMS

This research paper implements the J48, NAVE BAYES, RANDOM FOREST, BAYES NET, LOGISTICS and REPT TREE.

DATA CLEANING AS A PROCESS

Missing values, inconsistencies and noise contributes to inaccurate data in the data set. Along with smoothing data and missing data, cleaning data is also a task to be performed.

Data cleaning deals with discrepancy detection. Discrepancies can happen due to poorly designed data entry forms that comprises of many optional fields, deliberate errors (e.g., respondents not wanting to provide the information), human error in data entry, and data decay (e.g., outdated addresses). Discrepancies also happen due to inconsistent data representations and inconsistent use of codes. Other factors that contribute for discrepancies are system errors and errors in instrumentation devices that record data. Inconsistencies can occur due to data integration as well.

In order to handle discrepancy in data, use any knowledge that you may already possess about the data. Such knowledge is referred as metadata. You can study about the data types, attributes, and domain and identify the acceptable values about the dataset like the median, mean, and mode values. You can also find if the data is symmetric or skewed. After finding as much as information about the data you can write your own scripts and/or use some of the tools that we discuss further later. Now you can identify noise, unusual values and outliers that need investigation.

The data must be examined for consecutive rules, unique rules and null rules. A unique rule defines that each value of the given attribute is different from all other values for that particular attribute. A consecutive rule states that there must be no missing values between the lowest and highest values for that particular attribute, and also all values must be unique (e.g., as in check numbers). A null rule defines that the use of question marks, blanks, special characters, or other strings may indicate the null condition (e.g., where a value for a given attribute is not available), and how such values must be handled.

There are several different commercial tools that can help in handling discrepancy detection step. Data scrubbing tools uses simple domain knowledge (e.g., knowledge of postal addresses and spell-checking) to identify errors and make the necessary corrections in the data.

These tools depend on the fuzzy and parsing matching techniques while cleaning data from multiple sources. Data auditing tools helps to find discrepancies by observing the data to discover relationships and rules, and can also detect data that violates such conditions.

Data migration tools helps to perform simple transformations like replace the string “gender” by “sex.” ETL (extraction/transformation/loading) tools allow users to specify a particular transform using a graphical user interface (GUI). WE can also write custom scripts for this step of the data cleaning process.

There are new approaches to data cleaning where interactivity is being emphasized. For example, Potter’s Wheel is a data cleaning tool that integrates transformation and discrepancy detection. Another approach in order to increase interactivity in data cleaning is the declarative languages for the specification of data transformation operators. This approach focuses on defining powerful extensions to SQL and algorithms that helps users to express data cleaning specifications well. As and when we discover more about the data, it is important to keep updating the metadata to reflect this knowledge. This will improve the speed of data cleaning on future versions of the same data store.
V. DATA INTEGRATION

Data mining can be efficiently performed if data integration is done. Data integration is merging of data from multiple databases or data stores. Careful integration can actually help in reducing and avoiding inconsistencies and redundancies in the data set. This can help to increase the accuracy and maximize the speed of the data mining process.

VI. WEKA

Weka is a collection or a set of machine learning algorithms that are particularly meant for data mining tasks. These algorithms can be applied directly to a dataset or also from your own Java code. Weka comprises of tools used for data pre-processing, regression, classification, clustering, visualization and other association rules. It is the best technique to develop new machine learning schemes.

Weka is applied in several fields like education, research and applications. It comprises of a comprehensive set of learning algorithms, data pre-processing tools, evaluation methods, environment for comparing learning algorithms and graphical user interfaces (incl. data visualization).

Weka is open source software that was issued under the GNU–General–Public–License. "WEKA" expands as Waikato Environment for Knowledge Analysis that was developed at the University of Waikato located in New Zealand. WEKA has become a collection of machine learning algorithms to solve real-world data mining concerns and problems. It is written in Java and can be executed on almost all platforms.

Weka is simple and easy to use and can be applied at various different levels. The WEKA class library can be used from your own Java program, and can also be implemented on new machine learning algorithms. The three major implementation schemes involved in WEKA are: (1) Implemented schemes for classification. (2) Implemented schemes for numeric prediction. (3) Implemented "metaschemes".

Apart from the actual learning schemes, WEKA also consists of a large variety of tools that are used for pre-processing datasets, so that the focus is kept undisturbed on your algorithm without worrying much on implementing filtering algorithm and providing code to evaluate the results and so on.

VII. RESULT
Fig. 1. Student Data set in CSV Format

Fig. 2. Weka Explorer Menu
Fig. 3. Student Data set Selection

Fig. 4. Loaded Student dataset
Fig. 5. Algorithm selection Process

Fig. 6. Classification of Students Dataset
Fig. 7: Visualizing result of Students Dataset

Table 1: Comparison of Algorithms and its Classification Accuracy applying Students Dataset

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Evaluation time</th>
<th>Time taken to build model</th>
<th>Correctly Classified Instances</th>
<th>Incorrectly Classified Instances</th>
<th>Kappa statistic</th>
<th>Mean absolute error</th>
<th>Root mean squared error</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAVE BAYES</td>
<td>0.01</td>
<td>0 s</td>
<td>99%</td>
<td>1%</td>
<td>0%</td>
<td>0.0198</td>
<td>0.0995</td>
<td>100%</td>
</tr>
<tr>
<td>BAYES NET</td>
<td>0.03</td>
<td>0 s</td>
<td>99%</td>
<td>1%</td>
<td>0%</td>
<td>0.0198</td>
<td>0.0995</td>
<td>99%</td>
</tr>
<tr>
<td>J48</td>
<td>0.01</td>
<td>0.01s</td>
<td>97%</td>
<td>3%</td>
<td>0%</td>
<td>0.0198</td>
<td>0.0995</td>
<td>99%</td>
</tr>
<tr>
<td>RANDOM FOREST</td>
<td>0.4</td>
<td>0.23s</td>
<td>97%</td>
<td>3%</td>
<td>-</td>
<td>0.0198</td>
<td>100.0016</td>
<td>98%</td>
</tr>
<tr>
<td>RANDOM TREE</td>
<td>0.23</td>
<td>0.23s</td>
<td>100%</td>
<td>0%</td>
<td>-</td>
<td>0.0198</td>
<td>0.1</td>
<td>97%</td>
</tr>
<tr>
<td>REPT TREES</td>
<td>0</td>
<td>0s</td>
<td>97%</td>
<td>3%</td>
<td>-0.0101%</td>
<td>0.0199</td>
<td>0.1</td>
<td>100%</td>
</tr>
</tbody>
</table>

Conclusion

There are students graduating from colleges and universities every year and the feedback from the students is used to apply the data mining technique. Student Dataset is applied to different algorithms which shows the classification accuracy which shows 100% and 97% which shows that the factors
such as lack of proper food, not attending special classes and always spending time in sports which affects the academic performance of students and also in order to take the necessary steps like motivating the students, giving proper guidance for higher education, giving gifts for students who attend the classes properly and also various aspects of learning process would improve the quality of education in future.
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