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Abstract: Evidence of malicious insider activity is often buried 

within large data streams, such as system logs accumulated over 

months or years. Ensemble-based stream mining leverages 

multiple classification models to achieve highly accurate anomaly 

detection in such streams, even when the stream is unbounded, 
evolving, and unlabeled. This makes the approach effective for 

identifying insiders who attempt to conceal their activities by 

varying their behaviors overtime. This dissertation applies 

ensemble-based stream mining, supervised and unsupervised 

learning, and graph-based anomaly detection to the problem of 

insider threat detection. It demonstrates that the ensemble- based 

approach is significantly more effective than traditional single- 

model methods, supervised learning outperforms unsupervised 

learning, and increasing the cost of false negatives correlates to 

higher accuracy. It shows effectiveness over non sequence data. 

For sequence data, this dissertation proposes and tests an 

unsupervised, ensemble based learning algorithm that maintains 

a compressed dictionary of repetitive sequences found. 
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I. INTRODUCTION 

 
There is a growing agreement inside the IC that malicious 

insiders are maybe the foremost potent threats to info 

assurance in several or most organizations (Brackney and 

Anderson, 2004; Hampton and saint, 1999; Matzner and 

Hetherington, 2004; Salem and Stolfo, 2011). One ancient 

approach to the business executive threat detection problem is 

supervised learning, that builds information classification 

models from coaching information. Unfortunately, the 

coaching method for supervised learning strategies tends to be 

long and pricy, and customarily needs massive amounts of 

well-balanced coaching information to beeffective. In our 

experiments we tend to observe that but third of the info in 

realistic datasets for this drawback area unit related to business 

executive threats (the minority class); over ninety seven of the 

data is related to non-threats (the majority class). Hence, 

ancient support vector machines (SVM)(Chang and statue 

maker, 2011; Manevitz and Yousef, 2002), trained from such 

imbalanced information area unit seemingly to perform poorly 

on check datasets. One-class SVMs (OCSVM)(Manevitz and 

Yousef, 2002) address the rare-class issue by building a model 

that considers solely traditional information (i.e., non-threat 

data). throughout the testing phase, check information is 

classified as traditional or abnormal supported geometric 

deviations from the 

model. However, the approach is simply applicable to 

bounded-length, static information streams. In distinction, 

business executive threat-related information is usually 

continuous, and threat patterns evolve over time. In alternative 

words, the info may be a stream of limitless length. Hence, 

effective classification models should be reconciling (i.e., 

ready to deal with evolving concepts) and extremely efficient  

so as to make the model from massive amounts of evolving 

information. Data that's related to business executive threat 

detection and classification is usually continuous. In these 

systems, the patterns of average users and business executive 

threats will step by step evolve over time. A novice computer  

will develop his skills to become associate skilled programmer 

over time. Associate business executive threat wills 
amendment his actions to additional closely mimic legitimate 

user processes. In either case, the patterns at either finish of  

those developments will look drastically different when put 

next on to one another. These natural changes won't be treated 

as anomalies in our approach. Instead,  we tend to classify 

them as natural thought drift. The traditional static supervised 

and unsupervised strategies raise spare false alarms with 

these cases as a result of their unable to handle them once 

they arise within the system. These traditional strategies 

encounter high false positive rates. 

Learning models should be adept in coping with evolving 

ideas and extremely efficient at building models from massive 

amounts of data to speedily sleuthing real threats. For these 

reasons, the business executive threat drawback is often 

conceptualized as a stream mining problem that applies to 

continuous information streams. Whether or not employing a 

supervised or unsupervised learning formula, the tactic chosen 

should be extremely reconciling to properly deal with thought 

drifts below these conditions. progressive learning and 

Ensemble based mostly learning (Masud, Chen, Gao, Khan, 

Aggarwal et al., 2010; Masud et al., 2011a; Masud, Gao et 

al.,2008; Masud et al., 2013; Masud, Woolam et al., 2011; 

Masud et al., 2011b; Al-Khateeb, Masud, Khan, Aggarwal et 

al., 2012; Masud, Al-Khateeb et al., 2011; Masud,Chen, Gao, 

Khan,Han and Thuraisingham, 2010) area unit 2 reconciling 

approaches so as to beat this volume unit drance. associate 

ensemble of K models that jointly vote on the final 

classification will cut back the false negatives (FN) and false 

positives (FP) for a check set. As new models area unit created 

and previous ones updated to be additional precise, the 

smallest amount correct models area unit discarded to 

invariably maintain associate ensemble of specifically K 
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current models. An alternative approach to supervised learning 

is unsupervised learning, which might be effectively applied 

to strictly untagged data—i.e., information during which no 

points area unit expressly identified as abnormal or non- 

anomalous. Graph-based anomaly detection (GBAD) is one 

important type of unsupervised learning (Cook and Holder, 

2007; Eberle and Holder, 2007; Cook and Holder, 2000), 

however has historically been restricted to static, finite-length 

datasets. This limits its application to streams associated with 

business executive threats that tend to possess limitless 

length and threat patterns that evolve over time. Applying 

GBAD to the business executive threat problem thus needs  

that the models used be reconciling and efficient. Adding these 

qualities enable effective models to be engineered from huge 

amounts of evolving information. In this treatise we tend to 

solid business executive threat detection as a stream mining 

drawback and professional pose 2 strategies (supervised and 

unsupervised learning) for efficiently sleuthing anomalies in 

stream information (Parveen, McDaniel et al., 2013). To deal 

with concept-evolution, our supervised approach maintains 

associate evolving ensemble of multiple OCSVM models 

(Parveen, Wegeret al., 2011). Our unsupervised approach 

combines multiple GBAD models in associate ensembleof 

classifiers (Parveen, Evans et al., 2011). The ensemble change 

method is intended in both cases to stay the ensemble current  

because the stream evolves. This organic process capability 

improves the classifier’s survival of concept-drift because the 

behavior of each legitimate and illegitimate agents varies over  

time. In experiments, we tend to use check information that  

records supervisor call instruction data for an oversized, Unix - 

based, multiuser system. 

 
II. SEQUENCE STREAM INFORMATION 

 
The higher than approach might not work well for sequence 

information (Parveen and Thuraisingham, 2012; Parveen, 

McDaniel et al., 2012). For sequence information, our 

approach maintains associate linear unit semble of multiple 

unsupervised stream based mostly sequence learning (USSL) 

(Parveen, McDanielet al., 2012). throughout the educational  

method, we tend to store the repetitive sequence patterns from 

a user’s actions or commands during a model referred to as a 

quantal wordbook. specifically, longer patterns with higher 

weights as a result of frequent appearances within the stream 

area unit thought-about in the wordbook. associate ensemble 

during this case may be a assortment of K models of sort  

quantal Dictionary. Once new information arrives or is 

gathered, we tend to generate a brand new quantal wordbook 

model from this new dataset. We’ll take the bulk ballot of all 

models to find the abnormal pattern sequences inside this new 

information set. We update the ensemble if the new wordbook 

outperforms others within the ensemble and can discard the 

smallest amount correct model from the ensemble. Therefore,  

the ensemble invariably keeps the models current because the 

stream evolves, conserving high detection accuracy as each 

legitimate and illegitimate behaviors evolve over time. Our 

check information consists of period of time recorded user  

command sequences for multiple users of varied expertise 

levels and an idea drift framework to  more exhibit the utility 

of this approach. 

 
III. BIG DATA ISSUE 

 
Quantized wordbook construction is time intense. 

measurability may be a bottleneck here. Wenexploit 

distributed computing to handle this issue. There area unit 2  

ways that we are able to come through this goal. The first one 

is parallel computing with shared memory design that exploits  

expensive hardware. The latter approach is distributing 

computing with shared nothing are chitecture that exploits 

trade goods hardware. For our case, we tend to exploit the 

latter selection. Here, we tend to use MapReduce based mostly 

framework to facilitate division exploitation Hadoop 

Distributed classification system (HDFS). we tend to propose 

variety of algorithms to quantize wordbook. For each of them 

we tend to discuss the professionals and cons and report 

performance results on an oversized dataset. 

 
IV. INSIDER THREAT AND STREAM MINING 

 
Insider threat detection work has applied ideas from each 

intrusion detection and external threat detection (Schonlau et  

al., 2001; Wang et al., 2003; Maxion, 2003; Schultz, 2002). 

Supervised learning approaches collect supervisor call 

instruction trace logs containing records of traditional and 

abnormal behavior (Forrest et al., 1996; Hofmeyr et al., 1998; 

Nguyen et al., 2003; Gao et al., 2004), extract n-gram options 

from the collected information, and use the extracted features  

to coach classifiers. Text classification approaches treat every 

supervisor call instruction as a word in a bag-of-words model 

(Liao and Vemuri, 2002). numerous attributes of system calls,  

including arguments, object path, come back price, and error 

standing, are exploited as options in various supervised 

learning strategies (Kru¨gel et al., 2003; Tandon and Chan,  

2003). Hybrid high-order Markoff process models sight 

anomalies by distinctive a signature be havior for a selected 

user supported their command sequences (Ju and  Vardi, 

2001). The Probabilistic Anomaly Detection (PAD) formula  

(Stolfo et al., 2005) may be a general purpose algorithm for  

anomaly detection (in the windows environment) that assumes 

anomalies or noise may be a rare event within the coaching  

information. Masquerade detection is argued over by some 

individuals. Variety of detection strategies were applied to a 

knowledge set of”truncated” UNIX shell commands for 

seventy users (Schonlau et al., 2001). Commands were 

collected exploitation the UNIX operating system acct 

auditing mechanism. for every user variety of commands were 

gathered over a amount of your time. The detection strategies  

were supervised by a multi-step Markovian model and a mix 

of Bayes and Markov approaches. It had been argued that the 

info set wasn't applicable for the masquerade detection task 

(Maxion, 2003). it had been pointed out that the amount of  

knowledge gathering varied greatly from user to user (from 
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many days to several months). What is more, commands 

weren't logged within the order during which they were typed.  

Instead, they were fused once the applying terminated  the 

audit mechanism. This ends up in the unfortunate consequence 

of attainable faulty analysis of strict sequence information.  

Therefore, during this planned work we've got not thought- 

about this dataset. These approaches deferent from our 

supervised approach in this these learning approaches  are 

static in nature and don't learn over evolving streams. In 

alternative words, stream character istics of knowledge aren't  

explored more. Hence, static learning performance could 

degrade over time. On the opposite hand, our supervised 

approach can learn from evolving information streams. Our 

planned work is predicated on supervised learning and it will  

handle dynamic information or stream data well by learning 

from evolving streams. In anomaly detection, one category 

SVM formula is employed (Stolfo et al., 2005). OCSVM 

builds a model by coaching on traditional information so 

classifies check information as benign or anomalous supported 

geometric deviations from that standard coaching information.  

For masquerade First State section, one category SVM 

coaching is as affective as 2 category coaching (Stolfo et al., 

2005). Investigations are created into SVMs exploitation 

binary options and frequency based mostly features. The one 

category SVM formula with binary options performed the 

simplest. Recursive mining has been planned to find frequent 

patterns (Szymanski and Zhang, 2004). One category SVM 

classifier were used for masquerade detection when the 

patterns were encoded with distinctive symbols and every one 

sequences rewritten with this new writing. 

 
Stream Mining 

Stream mining may be a new data processing space wherever  

information is continuous (Masud et al., 2013; Masud, 

Woolam et al., 2011; Masud et al., 2011b;  Al-Khateeb, 

Masud, Khan, Aggarwal et al., 2012; Masud, Al-Khateeb et 

al., 2011; Masud,Chen, Gao, Khan, Han and 

Thuraisingham,2010). additionally, characteristics of 

knowledge could amendment over time (concept drift). Here,  

supervised and unsupervised learning have to be compelled to 

be reconciling to deal with changes. There are two ways that 

reconciling learning are often developed. One is progressive 

learning and therefore the alternative is ensemble-based 

learning. progressive learning is employed in user action 

prediction (Domingosand Hulten, 2000), however not for 

anomaly detection. Davidson et al. (Davison and Hirsh, 1998) 

introduced progressive Probabilistic Action Modeling 

(IPAM), supported ballroom dance command transition 

possibilities calculable from the coaching information. The 
possibilities were endlessly updated with the arrival of a brand 

new command associated modified with the usage of an 

exponential decay theme. However, the formula isn't 

designed for anomaly detection. Therefore, to the simplest of  

our information, there's virtually no work from alternative 

researchers that handles business executive threat detection in 

stream mining space. This is often the first decide to sight 

insider threat exploitation stream mining (Parveen, Evans et  

al., 2011; Parveen and Thuraisingham, 2012; Parveen, 

McDaniel et al., 2012). Recently, unsupervised learning has 

been applied to sight business executive threat during a 

information stream (Parveen, McDaniel et al., 2013; Parveen,  

Weger et al., 2011). This work will not think about sequence 

information for threat detection. Recall that sequence 

information is incredibly common in business executive threat  

state of affairs. Instead, it considers information as 

graph/vector and finds normative patterns and apply ensemble 

based mostly technique to deal with changes. On the opposite 

hand, in our planned approach, we tend to think about user  

command sequences for anomaly detection and construct 

quantal wordbook for traditional patterns. Users’ repetitive 

daily or weekly activities could represent user profiles. as an 

example, a user’s frequent command sequences could 

represent normative pattern of that user. To find normative 

patterns over dynamic information streams of limitless length 

is difficult as a result of the requirement of 1 pass formula. For 

this, associate unsupervised learning approach is employed by 

exploiting a compressed/quantized wordbook to model 

common behavior sequences. This unsupervised approach 

must determine traditional user behavior during a single pass 

(Parveen, McDaniel et al., 2012; Parveen and Thuraisingham, 

2012; Chua et al., 2011). One major challenge with these 

repetitive sequences is their variability long. To combat this  

problem, we tend to generate a wordbook which is able to 

contain any combination of attainable normative patterns 

existing within the gathered information stream. Additionally, 

we've got incorporated power ofstream mining to deal with 

gradual changes. we've got done experiments and shown that  

our USSL approach works well within the context of thought  

drift and anomaly detection. Our work (Parveen, McDaniel et 

al., 2012; Parveen and Thuraisingham, 2012) differs form the 

work of (Chua et al., 2011) within the following ways that. 

First, (Chua et al., 2011) focuses on wordbook construction to 

get traditional profiles. In alternative words, their work does 

not address business executive threat issue that is our focus.  

Second, (Chua et al., 2011) doesn't consider ensemble 

techniques; our work exploits ensemble based technique with 

the combination of unsupervised learning (i.e., wordbook for 

benign sequences). Finally, when a number of users can grow, 

wordbook construction can become a bottleneck. The work of  

(Chua et al., 2011) doesn't think about measurability issue; in  

our case, we tend to address measurability issue exploitation 

MapReduce framework. 

 
Table 1. Capabilities and focuses of various approaches for Sequence Data 
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V. ENSEMBLE-BASED INSIDER THREAT 

DETECTION 

Data relevant to business executive threats are usually 

accumulated over a few years of organization and system 

operations, associated is thus best characterised as an limitless  

information stream. Such a stream is often partitioned off 

into a sequence of separate chunks; as an example, every 

chunk may comprise a week’s value of knowledge. Figure 

illustrates however a classifier’s call boundary changes once 

such a stream observes concept-drift. Every circle within the 

image denotes a knowledge purpose having , with unfilled 

circles representing true negatives (TN) (i.e., non-anomalies) 

and solid circles representing true positives (TP) (i.e., 

anomalies). The solid line in every chunk represents  the 

choice boundary for that chunk, whereas the broken line 

represents the choice boundary for the previous chunk. Shaded 

circles area unit those who embody a brand new thought that 

has drifted relative to the previous chunk. so as to classify 

these properly, the choice boundary should be adjusted to 

account for the new thought. There area unit 2 attainable sorts  

of mistake (false detection): 

 
 The choice boundary of chunk two moves upward 

relative to chunk one. As a result, some non-anomalous 

information is incorrectly classified as abnormal, 

inflicting the FP (false positive) rate to rise. 

 The choice boundary of chunk three moves downward 

relative to chunk two. As a result, some abnormal 

information is incorrectly classified as non-anomalous, 

inflicting the FN (false negative) rate to rise. 

 

Figure 1. Concept drift in stream data 

 
In general, the previous and new call boundaries will ran into,  

inflicting each of the higher than cases to occur at the same 

time for an equivalent chunk. Therefore, each FP and FN 

counts could increase. These observations counsel that  a 

model engineered from one chunk or any finite prefix of 

chunks is insufficient to properly classify all information 

within the stream. This motivates the adoption of our 

ensemble approach, that classifies information exploitation 

associate evolving set of K models. 

Ensemble Learning 

The ensemble classification procedure is illustrated in Figure. 

we tend to first build a model using OCSVM (supervised 

approach) or GBAD (unsupervised approach) from a personal 

chunk (Parveen, Weger et al., 2011; Parveen, McDaniel et al., 

2013; Parveen, Evans et al., 2011). within the case of GBAD 

normative substructures area unit identified within the chunk, 

each represented as a subgraph. to spot associate anomaly, a  

check substructure is compared against 

 

Figure 2. Ensemble classification 

 

each model of the ensemble. A model can classify the check 

substructure as associate anomaly based mostly on what 

quantity the check differs from the model’s normative 

substructure. Once all models solid their votes, weighted 

majority ballot is applied to create a final classification call.  

Ensemble evolution is organized therefore on maintain  a 

group of specifically K models the least bit times. As every 

new chunk arrives, a K + first model is formed from the new 

chunk and one victim model of those K +1 models is 

discarded. The discard victims are often chosen during a 

variety of ways. One approach is to calculate the prediction 

error of every of the K + one models on the most recent chunk 

and discard the poorest predictor. This needs the bottom truth 

to be 

Immediately obtainable for the foremost recent chunk so 

prediction error are often accurately measured. If the bottom 

truth isn't obtainable, we tend to instead suppose majority 

voting; the model with least agreement with the bulk call is  

discarded. This ends up in associate ensemble of the K models  

that best match this thought. 

 
REFERENCES 

[1]. Abouzeid, A., K. Bajda-Pawlikowski, D. J. Abadi, A. Rasin, and A. 
Silberschatz (2009). Hadoopdb: An architectural hybrid of mapreduce 
and dbms technologies for analytical workloads. PVLDB 2(1), 922– 
933. 

[2]. Akiva, N. and M. Koppel (2012). Identifying distinct components of a 
multi-author document. In EISIC, pp. 205–209. 

[3]. Al-Khateeb, T., M. M. Masud, L. Khan, C. C. Aggarwal, J. Han, and B. 
M. Thuraisingham (2012). Stream classification with recurring and 
novel class detection using class-based ensemble. In ICDM, pp. 31–40. 

[4]. Al-Khateeb, T., M. M. Masud, L. Khan, and B. M. Thuraisingham 
(2012). Cloud guided stream classification using class-based ensemble. 
In IEEE CLOUD, pp. 694–701. 

http://www.ijcrt.org/


www.ijcrt.org                                               © 2014 IJCRT | Volume 2, Issue 1 January 2014 | ISSN: 2320-2882 

IJCRT1135011 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 59 
 

[5]. Alipanah, N., P. Parveen, L. Khan, and B. M. Thuraisingham (2011). 

Ontology-driven query expansion using map/reduce framework to 
facilitate federated queries. In ICWS, pp. 712–713. 

[6]. Alipanah, N., P. Parveen, S. Menezes, L. Khan, S. Seida, and B. M. 
Thuraisingham (2010). Ontology-driven query expansion methods to 
facilitate federated queries. In SOCA, pp. 1–8. 

[7]. Alipanah, N., P. Srivastava, P. Parveen, and B. M. Thuraisingham 
(2010). Ranking ontologies using verified entities to facilitate federated 
queries. In Web Intelligence, pp. 332–337. 

[8]. Baron, M. and A. Tartakovsky (2006). Asymptotic optimality of change-
point detection schemes in general continuous-time models. Sequential 
Analysis 25(3), 257–296. 

[9]. Borges, E. N., M. G. de Carvalho, R. Galante, M. A. Gon¸calves, and 
A. H. F. Laender (2011, sep). An unsupervised heuristic-based 
approach for bibliographic metadata deduplication. Inf. Process. 

Manage. 47(5), 706–718. 
[10]. Brackney, R.   C.   and   R.   H.   Anderson   (Eds.)   (2004,   March). 

Understanding the Insider Threat. RAND Corporation. 
[11]. Bu, Y., B. Howe, M. Balazinska, and M. Ernst (2010). Haloop: 

Efficient iterative data processing on large clusters. PVLDB 3(1), 285– 
296. 

http://www.ijcrt.org/

