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Abstract—
In data replication and segmentation, if at any given time a master replica is destined to handle all requests, we talk about the prevailing master backup scheme in high availability servers and databases.

When a replica type processes a request and then redistributes it to a new state, this is a multi-primary cloud schema and state this is a multi-primary scheme also integrating data from multiple sites into the heterogeneous data.

Cloud computing security is the set of control- and infrastructure associated with cloud computing use.

The security for current server cloud provider to transferring to another provider should work as shown below figure.
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1. INTRODUCTION
Here general description defined for this research paper such as network dependency, locations, workload, data import and export, type of cloud and the boundary controller with the cloud provider as per below.

General network dependency: If the subscribers are customers and need secure and operational resources and are unreliable, the cloud is not accessible from a network perspective.

Customer locations and workload: If the subscriber wants to efficiently manage all hardware resources in the cloud, providers must be able to migrate their workloads between other servers and computers without causing problems for customers and the cloud must be automated without customers being aware of it.

<table>
<thead>
<tr>
<th>Scope Name</th>
<th>Applicability</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>Applies to all cloud deployment models.</td>
</tr>
<tr>
<td>On-site-private</td>
<td>Applies to private clouds implemented at a customer's premises.</td>
</tr>
<tr>
<td>Outsourced-private</td>
<td>Applies to private clouds where the server side is outsourced to a hosting company.</td>
</tr>
<tr>
<td>On-site-community</td>
<td>Applies to community clouds implemented on the premises of the customers composing a community cloud.</td>
</tr>
<tr>
<td>Outsourced-community</td>
<td>Applies to community clouds where the server side is outsourced to a hosting company.</td>
</tr>
<tr>
<td>Public</td>
<td>Applies to public clouds.</td>
</tr>
</tbody>
</table>

Comparison type of cloud

Data import or export: Subscribers mainly depend on importing / exporting data over different networks and the data must be transferable quickly.

Here required a feasible solution as compared to dedicated infrastructures based on the as per pay per use policy.
III. PROPOSED APPROACH

Based on the data, security, and protocols from a broad cross section of areas of expertise required to ensure a successful that adoptions.

It presents in detail the technological factors key to a successful technique for adoption, and it introduces the technology underlying cloud computing and describes different cloud computing delivery and deployment models.

When we are talking about replica of the servers based on cloud it always have constraint about legal issue and compliance challenges and organizational challenges.

Which are linked to all these challenges is the issue of trust between clients and vendors.

Due to cloud computing calls for organizations to trust vendors with the management of their IT resources and data.

Server replica for a specific virtual machine on the primary host server, initial replication begins to create an identical virtual machine in the secondary site.

The log file is replayed in reverse order to the replica in accordance with.

If replication doesn’t occur in line with the expected frequency an alert is issued.

As my research is based on protocol transfer the main replica to another we have to follow constraints as described in the equations.

\[
\min \varphi = \sum_{n \in E} \sum_{n \in B} \epsilon_i(x_{Ln} + y_{Ln}) \quad (1)
\]

Following equation is based on the subject to Unicast up-stream network dependency.

\[
\sum_{k \in \{k : t_k = (k) \in S, j \neq k\}} y_{lk} - \sum_{k \in \{k : t_k = (k) \in S, i \neq k\}} y_{lk} = \begin{cases} h = s_i, \forall r \in H^{UN}, \forall k \in K \quad (2) \\ h = t_i \end{cases}
\]

Following equation is based on the subject to Anycast up-stream network dependency.

\[
\sum_{k \in \{k : t_k = (k) \in S, i \neq k\}} \epsilon_i - \sum_{k \in \{k : t_k = (k) \in S, j \neq k\}} \epsilon_i = \begin{cases} h = s_i, \forall r \in H^{AN}, \forall k \in K \quad (3) \\ h = t_i \end{cases}
\]

Following equation is based on the subject to Unicast Down-stream network dependency.

\[
\sum_{k \in \{k : t_k = (k) \in S, i \neq k\}} y_{lk} - \sum_{k \in \{k : t_k = (k) \in S, j \neq k\}} y_{lk} = \begin{cases} h = t_i, \forall r \in H^{DS}, \forall k \in K \quad (4) \\ h \neq t_i \end{cases}
\]

Following equation is based on the subject to Anycast Down-stream network dependency.

\[
\sum_{k \in \{k : t_k = (k) \in S, j \neq k\}} \epsilon_i - \sum_{k \in \{k : t_k = (k) \in S, i \neq k\}} \epsilon_i = \begin{cases} h = t_i, \forall r \in H^{AD}, \forall k \in K \quad (5) \\ h \neq t_i \end{cases}
\]

Following equation is based on the subject to Unicast up-stream backup network dependency.

\[
\sum_{k \in \{k : t_k = (k) \in S, j \neq k\}} y_{lk} - \sum_{k \in \{k : t_k = (k) \in S, i \neq k\}} y_{lk} = \begin{cases} h = s_i, \forall r \in H^{US}, \forall k \in K \quad (6) \\ h \neq s_i \end{cases}
\]

Following equation is based on the subject to Anycast Down-stream backup network dependency.

\[
\sum_{k \in \{k : t_k = (k) \in S, i \neq k\}} \epsilon_i - \sum_{k \in \{k : t_k = (k) \in S, j \neq k\}} \epsilon_i = \begin{cases} h = s_i, \forall r \in H^{AS}, \forall k \in K \quad (7) \\ h \neq s_i \end{cases}
\]
IV. SIMULATION

<table>
<thead>
<tr>
<th>User</th>
<th>Cloudlet ID</th>
<th>Status</th>
<th>Data Centre ID</th>
<th>VM</th>
<th>Time</th>
<th>Start Time</th>
<th>Finish Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0</td>
<td>SUCCESS</td>
<td>2</td>
<td>1</td>
<td>160</td>
<td>0</td>
<td>160</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>SUCCESS</td>
<td>3</td>
<td>1</td>
<td>80</td>
<td>160</td>
<td>240</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>SUCCESS</td>
<td>4</td>
<td>1</td>
<td>240</td>
<td>240</td>
<td>480</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>SUCCESS</td>
<td>5</td>
<td>1</td>
<td>60</td>
<td>480</td>
<td>540</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>SUCCESS</td>
<td>2</td>
<td>1</td>
<td>160</td>
<td>1</td>
<td>161</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>SUCCESS</td>
<td>3</td>
<td>1</td>
<td>80</td>
<td>161</td>
<td>241</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>SUCCESS</td>
<td>4</td>
<td>1</td>
<td>240</td>
<td>241</td>
<td>481</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>SUCCESS</td>
<td>5</td>
<td>1</td>
<td>160</td>
<td>481</td>
<td>641</td>
</tr>
<tr>
<td>n</td>
<td>n(^{th})</td>
<td>SUCCESS</td>
<td>n+1</td>
<td>1</td>
<td>t+T</td>
<td>t</td>
<td>t(^{n})</td>
</tr>
</tbody>
</table>

The cloud simulation result

V. CONCLUSION

In this research paper, I have implemented a proposed structure for the replica of the servers and its data for when required.

Here time it can shift to the different location and site based on this research I have concluded the extended cloud elasticity and reliability for availability as and when required.
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