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Abstract:

The Friedman-based fuzzy rough quick reduct algorithm(FMFQR) is a feature selection method
designed to enhance the efficiency and accuracy of machine learning models. By integrating Friedman's
statistical test with fuzzy rough set theory, the algorithm identifies and eliminates irrelevant or redundant
features while preserving essential data characteristics. This approach combines the strengths of fuzzy
rough sets in handling uncertainty with Friedman's test to prioritize features based on their significance.
The quick reduct process ensures computational efficiency, making it suitable for high-dimensional
datasets. In this paper, First, Statistical feature extraction method is applied for raw EEG data. Then the
extracted features are normalized by Z-Score normalization approach, Further, the normalized features
are selected by Friedman-based fuzzy rough quick reduct algorithm. Finally, the classification task is
done using three classification algorithms such as Fuzzy-Rough Nearest Neighbor (FRNN), Fuzzy
Logic-based Neural Networks (FNN), Fuzzy Decision Tree (FDT). The experimental works are
discussed and analyzed. Results indicate that the proposed approach significantly improves a FRNN
based classification method in terms of classification accuracy. The proposed method improves the
accuracies when compared to other state of the methods.
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I.  Introduction:

Brain-Computer Interfaces (BCIs) are systems that establish a direct communication pathway between
the human brain and external devices, bypassing traditional neuromuscular output channels. This
technology is designed to interpret neural signals generated by the brain and convert them into
commands that control devices such as computers, prosthetics, or wheelchairs. BCls have evolved
significantly since their inception in the 1970s and are now being developed for a wide range of
applications, from assisting individuals with disabilities to enhancing cognitive abilities in healthy
individuals[1].

The foundation of BCI technology lies in the acquisition and processing of brain signals, most
commonly through electroencephalography (EEG) or invasive neural implants. These signals are
translated into meaningful outputs using machine learning algorithms and signal processing techniques.
In recent years, BCIs have garnered substantial attention in the fields of medicine, particularly in
neurorehabilitation and communication for individuals with severe motor impairments such as
amyotrophic lateral sclerosis (ALS) or spinal cord injuries[2]. This advancing technology holds great
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promise for bridging the gap between neural function and external control, paving the way for
revolutionary developments in human-computer interaction.

The organization of the paper as follows: Segment 11 curtly express the Literature Review, Segment
1l express the materials and methods which include the BCI data set, Feature Extraction,
Normalization, FMRQR Algorithm, Classification, Segment IV gives the Results and Discussions,
Segment V concludes the paper.

Il.  Literature Review

Ashima Gawar et.al.,[3] discussed the comparison analysis of the Quickreduct and the Relative
QuickReduct algorithm. The Relative QuickReduct algorithm finds reducts based on backward
elimination of attributes and the QuickReduct algorithm finds reducts based on forward elimination. We
also found out that Quick Relative Reduct was better than the QuickReduct algorithm.

K.Anitha et.al.,[4] proposed a Rough Set based Quick-Reduct Algorithm have been used to reduce the
gene expression data. It gives the minimal reduct set for the given data set. We can use it for Car data
set, Mammogram Image Analysis, Iris- Thyroid information system and so on.

A. Chinnaswamy et.al.,[5] proposed a novel method that employs correlation based filter for
dimensionality reduction followed by fuzzy rough quick reduct for feature selection on a particle swarm
optimization search space. The first phase removed the redundant genes using correlation coefficient
filter on a particle swarm optimization search space. The second phase produced a fuzzy rough quick
reduct that would be used for classification. The genes obtained after feature selection are subjected to
classification using traditional classifiers. It has been determined that the proposed method contributes to
reduction in the total number of genes and improvement in the classifier accuracy compared to gene
selection and classification using correlation coefficient and traditional fuzzy rough quick reduct
algorithm. This approach also reduces the number of misclassifications that might occur in other
approaches.

J. R. Anaraki et.al.,[6] proposed a new method based on Fuzzy Lower Approximation-Based Feature
Selection is proposed which selects smaller subset of features, makes better classification accuracy and
run faster than the base method, especially on big datasets.

P. S. V. S. Sai Prasad et.al.,[7] proposed a Quick Reduct Algorithm (QRA) for reduct computation is
most popular since its discovery. The QRA has been modified in this paper by sequential redundancy
reduction approach. The performance of this new improved Quick Reduct (IQRA) is discussed in this
work.
1. MATERIALS AND METHODS

A. METHODOLOGY
The Brain Machine Interface’s Motor Imagery based EEG Signals encloses feature extraction,
normalisation, feature selection, and classification. The workflow of the proposed methodology is
shown in Fig.1. This methods is applied to different motor imagery EEG signals in BCI Datasets. More
datasets with two class mental tasks with different subjects are available.
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Fig. 1.Proposed Methodology

B. DATASET DESCRIPTION
Datasets are furnished with the aid of Professor. Cichocki’s Lab (Lab. for Advanced Brain Signal
Processing), [8].

Datasets recording:

At starting trail, the subject became sitting in front of a blank computer display. 2 seconds after the trail
commenced out, a cue seemed on the display as an arrow, left arrow in favor of imagining left-hand motion and
right arrow in favor of imagining proper right hand motion. The cue period is shown in Table. 1 within the
duration column. g.tec (g.USBamp) became utilized to record the electroencephalography. (EEG) at sample rate
equals to 256 Hz. The recordered EEG signals had been bandpass filtered within the range from 2 Hz to 30 Hz. 50
Hz notch filter out become carried out too. Six electrodes had been utilized: C4, Cp4, C3, Cp3, Cz and Cpz. Fig. 2
and Fig. 3 illustrate the time scheme of EEG signal recording and six electrodes arrangement. Table 1. describes
the details of the used datasets in details.

Fig.2.The time design of EEG signal recording Fig.3. The electrodes placement
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Table 1. Detail Information of Dataset

Duration 10x10 CV | Sample

Dataset Subject Class Channel (sec) Trial number (Acestd) _— Device
SubA_6chan LR sl 130 0.88+0.01
SubA_Gchan 2LR s2 A LRI o > 134 0.8420.01 oMz gtee
SubB_6chan 2LR B LH/RH 6 4s 162 0.88+0.01 250Hz | Neuroscan
SubC_6chan 2LR._sl 3s 170 0.86£0.01
SubC_6chan 2LR_s2 ' 3s 158 0.85£0.01
SubC_6chan 2LR_s3 C LHRH | 6 5s 48 0.92+0.01 256Hz g.tec
SubC_6chan 2LR s4 [ 3s 120 0.89+0.01
SubC_6chan 2LR_s5 [ 3s 90 0.93+0.01
SubD_5chan 2LR D LH/RH 5 4s 80 0.75£0.02 256Hz g.tec
SubE_5chan 2LR E LH/RH 5 4s 48 0.86+0.02 256Hz g.tec
SubF_6chan 2LR F LH/RH 6 4s 80 0.71£0.03 256Hz gtec
SubG_6chan 2LR G LH/RH 6 4s 120 0.81+0.01 256Hz g.tec
SubH_6chan 2LR H LH/RH 6 3s 150 0.71£0.02 256Hz g.tec
SubA_6chan 2LF A LHE/RF 6 3s 150 0.84+0.004 | 256Hz g.tec
SubC_6chan 2LF sl 330 0.96+0.002
SubC_6chan 2LF s2 C LHF | 6 3s 180 0.91£0.004 | 256Hz gtec
SubC_6chan 2LF_s3 [ 102 0.86£0.02

C. FEATURE EXTRACTION

Statistical feature extraction involves calculating key statistical properties from data to describe its
essential characteristics. These methods simplify raw data into meaningful attributes that can be used in
analysis and machine learning. Below are commonly used statistical feature extraction methods such as mean
[9], variance [10], standard deviation, skewness [11], kurtosis [12], maximum, minimum ,range[13],entropy
[14], correlation coefficients[15] etc.

D. Normalization

Normalization is the process of adjusting data to a standard scale, typically by rescaling features to a
common range or transforming them to have a mean of 0 and a standard deviation of 1. This technique
ensures that each feature contributes equally to the analysis or model, preventing certain features from
dominating due to differences in scale [16].

Z-Score Normalization (Standardization)
Z-score normalization rescales data to have a mean of 0 and a standard deviation of 1.
x—u

Z =

g
Where p is the mean, and ¢ is the standard deviation of the dataset.

E. Friedman Based Fuzzy Rough Quick Reduct Algorithm

This algorithm combines Friedman's statistical rank-based measure with fuzzy rough set theory
for feature selection, enabling effective classification in BCI (Brain-Computer Interface) systems
[17][18].

Algorithm: Friedman Based Fuzzy Rough Quick Reduct (FMFRQR)
Inputs

U: Set of training instances.
A: Full set of features.
D: Decision attribute (class labels).
yYR(D): Dependency degree using fuzzy rough sets for subset R.
F(a;D): Friedman measure for a feature a based on D.
Output
e R: Areduced subset of significant features.
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Algorithm Steps
Step 1: Initialization
1. Start with an empty subset R:
R=0
2. Initialize the dependency degree for the current subset R:
yR(D)=0
3. Compute initial Friedman scores F(a;D)F(a; D)F(a;D) for all acA:
F(@;D)=X{_;[1;(a) — 7(@)]’
4. where r;(a) is the rank of feature a for class i, k is the number of classes, and #(a) is the
mean rank of a across all classes.
Step 2: Feature Selection Loop
4. While yR(D) <yA(D):
a. Compute the gain of adding a feature a€A\R using the fuzzy rough dependency:
Ayry(a)= ']/RU{a}(D)‘ Yr(D)

b. Use Friedman's measure to select the most significant feature:
a=arg  max(jo} (F@D): AY o)
a€ A\R
Add a* to the reduct set R:
R=Ru{a*}
Step 3: Stopping Criteria
6. Stop when adding further features does not significantly increase yR(D):
YR(D)=yA(D)
Output
e R: Final selected feature subset.
This formulation en i i i i ' ing-
significance measure with fuzzy rough dependency theory, tailoring it for effective classification in
BCI applications.
F. Classification

Classification is a type of supervised learning in machine learning, where the goal is to predict the
categorical label or class of a given input based on prior training data. The process involves learning a
mapping from input data (features) to output classes. The system is trained using alabeled dataset, and the
learned model can then classify new, unseen data into one of the predefined categories.

Fuzzy-Rough Nearest Neighbor (FRNN)

Fuzzy-Rough Nearest Neighbor (FRNN) is an advanced classification technique that integrates
fuzzy set theory and rough set concepts to improve decision-making in uncertain and imprecise
environments. Unlike the traditional k-Nearest Neighbors (k-NN) algorithm, which assigns a crisp
class label based on the majority of neighbors, FRNN employs fuzzy-rough approximations to assess
the degree of membership of an instance to different classes. This method enhances classification
performance by effectively handling overlapping and ambiguous data points. The approach relies on
computing the fuzzy-rough lower and upper approximations of classes, using the similarity between
data instances to determine class membership in a more flexible and accurate manner[19].

Fuzzy Logic-based Neural Networks (FNN)

Fuzzy Logic-based Neural Networks (FNN) are hybrid computational models that integrate the
reasoning capabilities of fuzzy logic with the learning abilities of neural networks. These models
leverage fuzzy logic to handle uncertainty and imprecision in data while using neural networks to
adaptively learn patterns and relationships. Unlike conventional neural networks that rely on precise
numerical inputs, FNNs incorporate fuzzy rules and membership functions to process vague or
ambiguous information effectively. This combination enhances interpretability, robustness, and
decision-making, making FNNs suitable for applications such as pattern recognition, control
systems, and decision support[20].
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Fuzzy Decision Tree (FDT)

A Fuzzy Decision Tree (FDT) is an extension of traditional decision trees that incorporates fuzzy
logic to handle uncertainty and imprecise data in classification and decision-making tasks. Unlike
conventional decision trees, which use sharp decision boundaries, FDTs employ fuzzy membership
functions to allow partial belonging of instances to multiple categories. This approach improves
flexibility and interpretability, especially when dealing with real-world data that may be noisy or
ambiguous. The construction of an FDT involves selecting attributes, defining fuzzy partitions, and
recursively splitting the dataset while maintaining fuzzy membership values, leading to more robust
and adaptive decision-making[21].

IV. Result and Discusion

Seventeen BCI datasets taken from UCI repository of machine learning are utilized for performing
experimental results. These datasets characteristics are presented in Table 1. Also experimental
results are shown in Table 2. In Table 2. report the classification results obtained by using
classification algorithm on seventeen BCI datasets.. It shows the accuracy and error rate for three
classification algorithm. Our proposed method provides the best classification accuracy using
statistical feature extraction techniques. As we expected, Fuzzy-Rough Nearest Neighbor (FRNN)
produces the highest accuracy for all BCI datasets compared among other algorithms such as FNN and FDT.
The results are satisfied compared with other classification algorithms.In Figure 4. Comparative Analysis
of various Classification Algorithms such as FRNN, FNN, FDT. Our results shown that FRNN
reached the high level of accuracy compared with FNN and FDT Thus the FRKNN classification
algorithm is suitable for BCI dataset.

Table 2. Classification Measures

SN Data Set AC | ER AC ER AC ER
0
1 | SubA 6chan 2LR sl | 97.3| 2.7 96.6 34 96.2 38
2 | SubA 6chan_2LR s2 | 96.4| 36 95.3 47 95.2 4.9
3 | SubB _6chan 2LR 942| 58 93.3 6.7 93.2 6.9
4 | SubC 6chan 2LR sl | 93.1| 6.9 92.4 76 92.1 7.9
5 | SubC 6chan 2LR s2 | 915| 85 905 95 90.1 9.9
6 | SubC 6chan 2LR s3 | 92.3| 7.7 92.4 76 92.1 7.9
7 | SubC 6chan 2LR s4 | 995| 05 97.1 2.9 97.1 2.9
8 | SubC 6chan 2LR s5 | 97.4| 26 96.5 35 96.1 3.9
9 | SubD 5chan_2LR 998| 02 98.6 14 98.3 17
10 | SubE 5chan 2LR 95.3| 47 94.7 53 94.1 5.9
11 | SubF 6chan 2LR 946| 54 93.8 6.2 93.2 6.8
12 | SubG_6chan_2LR 96.2| 3.8 94.6 5.4 945 58
13 | SubH_6chan 2LR 995| 05 98.4 16 98.2 18
14 | SubA_6chan_2LF 959 | 41 93.2 6.8 93.4 6.6
15 | SubC 6chan 2LF sl | 97.8| 22 955 45 95.3 47
16 | SubC 6chan 2LF s2 | 982| 18 96.3 37 96.3 38
17 | SubC 6chan 2LF s3 | 985| 15 975 25 97.3 238
Mean 96.3| 3.7 95.1 4.9 94.9 5.1
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Figure 4: Comparative Analysis of various Classification Algorithms
Conclusion:

In this paper Friedman-based fuzzy rough quick reduct algorithm (FMFRQR) Algorithm have been
used to reduce the BCI data. This approach runs quicker than the current FMFRQR algorithm, improves
accuracy, and reduces the number of picked features. Proposed method has been applied on seventeen
BCI Datasets taken from UCI and the results confirm the performance and applicability of the method in
terms of selected features , classification accuracy and error rate. Then those results are applied to
classification algorithm with ten-fold cross- validation. Finally, the classified results are obtained by
classification methods. The future work is aimed at a better understanding of attribute selection for the
machine learning techniques through the combination of some other attribute Selection methods. And
also we reduce the computational time with use of deep learning methods.
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