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ABSTRACT

This paper presents the design of a multiscale convolutional neural network (MCNN) for the task of human
behavior recognition, with the aim of increasing accuracy and reducing complexity of the model. Previous
models such as CNN2D and LSTM time series modeling relied on a mean global average but neglected other
spatial and depth features resulting in inaccuracies. The MCNN model is based on the concept of space-time
interaction and depth-separable convolution modules inserted into a CNN3D model in which both the spatial
and temporal information are enhanced. The system was trained and evaluated on the UCI HAR dataset which
has six activity labels that were recorded using smartphone’s sensors. The evaluation showed that the new
model offered a 94% accuracy rate while improving learning complexity. An extended hybrid model
comprising of a combination of convolutional neural networks, Gated recurrent units, and bidirectional
algorithms produced an accuracy of 96% while using less parameters thus showing tremendous effectiveness
and capability for real world tasks.

Keywords: MCNN, GRU,CNN2D

INTRODUCTION:

Human behavior recognition is one of the key research topics in computer vision that contributes not only to
theory but also to engineering practice. It is an interdisciplinary field that draws on skills from image, video,
and content interpretation, artificial intelligence, human motion biomechanics, and biosciences. The
development of behavior recognition has primarily been a deep learning evolution that distinctly recognizes 2D
and 3D convolutional neural networks (CNN) methods. However, considerable work has been done and most of
the developments are still dominated by the use of traditional methods of classification and deep learning with
manual feature extraction. Despite this, human behavior is very complex, combined with various challenges
such as the variety of backgrounds, occlusion, and changes in light and illumination inhibits both accuracy and
efficiency. Moreover, single-scale CNNs are frequently unable to capture behaviors’ multi-scaled
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characteristics and, as a result, are unable to recognize them. Addressing these points would therefore be
essential in creating stronger and more accurate behavior recognition systems.

GAP IDENTIFIED BASED ON LITERATURE SURVEY:

Most traditional models like CNN2D and LSTM are characterized by the use of the global average information
of the features which have an impact on the temporospatial details that could be gathered from images and
videos.

* Most techniques focus on higher accuracy metrics but make the algorithms more complicated thereby
reducing their suitability in real-time scenarios.

» Combining different algorithms to create hybrid models is a 'room for exploration' especially when reducing
the complexity of the model while improving performance.

Key Gaps:

1. Exploitation of Spatial and Depth Features: The approximate feature recognition rates that have been
obtained from existing approaches are due to the,» lack of optimization of the spatial and depth
separable features.

2. High Parameter Numbers: The models that use CNN2D are expensive because they incorporate more
than nine thousand training parameters.

3. Sparse Hybrid Attempts: Very few model architectures seek the combination of CNN, GRU and
Bidirectional algorithms to achieve better results with less model complexity.

4. Dataset Limitations: Models are tested and trained on small datasets leaving their application to few
practical scenarios.

5. Inconsistency of Results: Accuracy tends to vary due to problems of overfitting or the inappropriate
choice of features that are used therefore there is a need to adopt higher methods.

PROBLEM STATEMENT:

Being able to accurately detect human behavior is very essential especially while working in human-centered
domains such as healthcare, surveillance, human activity recognition, and monitoring. Human activity
recognition, among other approaches, has employed models like the CNN2D and LSTM that are basic models
which do not encode fine-grained geometric and temporal details of the actual data hence low accuracy
percentage and higher complexity index.

Key Challenges:

1. Feature Representation: Existing models use a global model wherein all features are averaged while
spatial and depth information that is important for accuracy is ignored.

2. Model Complexity: The present structures of CNN2D are too dependent on a high number of parameters
which lengthens the training and resource consumption time.

3. Generalizability: Each of the models needs to be effective across a wide range of activities and datasets.
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4. Achieving high performance at low computational cost, particularly for real time applications, and
integrating the two remains a problem.

PROPOSED METHOD:

The proposed work presents a candidate for a human behavior recognition scale which is a multiscale
convolutional neural network based on video interactivity and depthwise separable convolution modules.
MCNN is based on CNN3D, and combines spatial and depth features which increases accuracy while reducing
training requirements. The dataset used for training and testing is UCI HAR which consists of six different
activities done by human beings through smartphone. Given that MCNN has only 3306 parameters, which is a
lower number than that employed in CNN2D (9135), the accuracy of MCNN is 94%. A further sophisticated
hybrid model that incorporates CNN, GRU, Bidirectional on top of that further reduced the parameters to 1162
while accurately producing 96% of the time. This provides a viable, non costly methodology for real time
applications involving behaviour recognition.

ARCHITECTURE:

FPre-Processing Dataset

| Traim | | Test

CHMN2D algoritbhhrm
| rModel

PACR M [ RADRY

CRMN -+ GRU

Predict actine ity

DATASET:

Propose work used UCI HAR dataset on human activity which contains 6 different labels such as Standing,
laying, sitting, upstairs, downstairs and walking. These activities are captured from the smart phone.

METHODOLOGY:
Data Collection and pre processing:

This is the UCI HAR dataset that contains six activities which were labelled and performed by people utilising
smart phone sensors.

This data was then preprocessed by first making sure that there is no noise contained within the data, the
features were normalised, as well as standardized.

Deep feature Engineering:

Developed multi-level raw sensor data processing and presented extracted features as numbers using space-time
interaction along with depth-separable convolution modules.

As an improvement activity enhanced feature representation by optimizing data spatial and temporal
information
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First Baseline Model Implementation:

CNN2D model was trained on pre-processed dataset which needed 9135 training parameters and in return gave
93% accuracy.

However, as defined high-computational complexity together with accuracy were spotted.
Second Proposed MCNN (CNN3D) Implementation:

Constructed Multiscale Convolutional Neural Network (MCNN) that has a CNN3D architecture.
Utilization of space-time along with depth-separable modules and multi-scale and depth features.

Where 3306 training parameters were trained only achieving 94% accuracy thus complexity was greatly
brought down.

Extension Model Development:

Utilization of all CNN, GRU and Bidirectional approaches into a singular model.

The number of training parameters were reduced this time round to 1162 and accuracy was at 96%.
Training optimized through the use of hybrid features developed for generalization.

Model Evaluation and Metrics:

Accuracy, precision, and recall with confusion matrices were the metrics used to evaluate all models.

Compared models in the CNN2D, MCNN, Hybrid model context to methods and accuracies and efficiencies
improved.

Visualization and Results:

For all models training epoch acc versus each model was plotted to showcase steady constant success of
advancements.

All algorithms were evaluated on accuracy and respective metrics, plots displaying such algorithms presented as
bar graphs.

System Testing:
Finally, testing was done through viewed data giving a practical perspective to the efficacy of the model.

Demonstrated the ability to scale by implementing the hybrid model on bigger data sets and different types of
activities.
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EVALUATION:

Precision:

True Positives
True Positives+False Positives

Formula: Precision —

Recall (Sensitivity):

True Positives
True Positives+False Negatives

Formula: Recall —
F1 Score:

Formula: F1 = 2 x Precision = Recall
’ Precision+Recall

Accuracy:

Correct Predictions
Total Predictions

Formula: Accuracy —

RESULTS:
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Activities found in dataset where x-axis represents ACTIVITY NAMES and y-axis represents count of those
activities
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CNN2D model got 93% accuracy and can see other metrics and in confusion matrix x-axis represents predicted
Labels and y-axis represents True Labels and all blue colour boxes represents incorrect prediction count and
different colour boxes represents correct prediction count

Propose MDM Model Accuracy : 94.98142762227193

Propose MDMN Model Precision : 94, 30298846650179
Propose MDM Model Recall : 95.88084552551997
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MCNN MDN model got 94% accuracy and can see other metrics also

Extension Hybrid Model CNN + GRU + Bidirectional Accuracy : 96.87287559483345

Ext ion Hybrid Model CNN + GRU + Bidirectional Precision 1 97.18580564135382
Ext ion Hybrid Model CNN + GRU + Bidirectional Recall : 97.81356688258346
Extension Hybrid Model CHNN + GRU + Bidirectional FMeasure T 97.84722561879203
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In above screen extension model got 96% accuracy
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In above comparison graph x-axis represents algorithm names and y-axis represents accuracy and other metrics
in different colour bars and in all algorithms extension got high performance
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Algorithm Mame Accuracy Precision Recall FSCORE

0 Existing CMMN2D Model 93.337865 93.585735 934564668 93425840
1 Propose MDMN CMN3D 94901428 94.802983 95000046 94784652

2 Extension Hybrid CHM + Bidirectional + GRU Model 96.872876 97.185807 97.013587 97.047225

Displaying all algorithms performance
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Predicted activity as Standing or any other activity
CONCLUSION

This project has proved that it is possible to successfully implement a Multiscale Convolutional Neural
Networks (MCNN) by using various human behavior recognition techniques. The model significantly expedites
training and system specification by attaining 94% accuracy with low levels space-time and depth-separable
modules as compared to classic two-dimensional models of convolutional neural network. The hybrid extension
model of optical neural networks with GRU and Bidirectional algorithm increases accuracy up to 96% with
reduced parameters. This framework is scalable and many valued in the former model and operational cost
which bridged the existing gaps most emphasizes real time application in healthcare, surveillance and activity
monitoring. The proposed
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