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Inertia of Distance Matrix of Neuron Graph

Distance Matrix
Prof. Vinay Dukale

Abstract :-

Let D denote the distance matrix of a connected graph G. The inertia of D is the triple of integers
(ne(D),n_(D),no(D)), where ny(D),n_(D),no(D) denote the number of positive, negative and 0 eigen-
values of D, respectively. In this paper, we will find the inertia of distance matrix of spider graph
which is a extension of wheel graph. [1]

1. Introduction :-

Let G be a undirected connected graph with n vertices. Let V(G) = {vy,vy,...,v,}, then the
distance between two vertices v; and v; is the length of shortest path between v; and v;, denoted by
dg(vi,vj). The distance matrix of a graph is defined in a similar way as the adjacency matrix: the
entry in the it" row, j' th column is the distance between the i’ and j'* vertex. In this paper we will
denote distance matrix of garph G by G only. The D — cigenvalues of a graph G are the eigenvalues of
its distance matrix G which form the distance spectrum or D — spectrum of G.

The inertia of a real symmetric matrix G is triple (z,y,2) where z,y,2 are the number of
positive, negative and zero eigenvalues of distance matrix of a graph G, respectively. It is denoted by

In(G) = (z,y, 2).

Definition :- Inertia of distance matrix of an undirected connected graph G
Let G be an undirected connected graph. Then inertia of G is triple (z,y,2) where z,y, » are

the number of positive, negative and zero eigenvalues of distance matrix of a graph G, respectively.
It is denoted by In(G) = (z,y, 2).

Definition :- Neuron of tree T, X(T)

Let T be a tree on r +1 vertices. Then X(7T) is a Neuron form by replacing edges of 7' by
connected graph G, for 1 <i <r.

We say N(T') = G is Neuron with r blocks, labled by G,G,,...,G,.

Definition :- Lotus of star S, ¥(S)

Let S be a star on r+1 vertices. Then U(5) is a lotus form by replacing edges of S by connected
graph G;, for 1 <i<r.

We say U(S) =G is lotus with r blocks, labled by Gi,Gs,...,G,.
Every Lotus is a Neuron as every star is a tree.

Sylvester Theorem :-

Let A and B be two symmetric matrices. Then there exists an invertible matrix S such that
A=5-B-S"if and only if In(A) = In(B), where S’ is a transpose of S.

Cauchy’s Interlacing Theorem :-

Let A be a Hermitian matrix of order n and B be a principal submatrix of A of order m. If
A €A1 < Ao < -0 < Ay < A lists the eigenvalues of A and 1, < ptim—1 < pm_o < -+ < pg < py lists
the eigenvalues of B. Then A\, < i < \ij, where i =1,2,...,m.
In perticular, if m =n —1, then, \jy; <y <\, wherei=1,2,....,n— 1.

Notations :-

(1) We will denote distance matrix of graph G by G only.

(2) If G and H be any two connected graph, then Gu-vH is graph obtain by merging vertex u of G
with vertex v of H.

(3) Matrix G, is a matrix formed by removing row and column of G corresponding to vertex u, after
subtracting it from remaining rows and columns respectively.

(4) n4(G),n_(G) and no(G) are the number of positive, negative and zero eigenvalue of G respectively.
(5) dg(a,b) = length of shortest path from vertex a to vertex b in graph G.

(6) We will denote transpose of matrix A by A'.
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Theorem 1:-

Let G & H be any two connected graphs. Let Gu-vH be a graph formed by merging vertex
u of graph G and vertex v of graph H. Then In((Gu-vH),) = In(G,) + In(H,)

Proof :-
Let V(G) ={u=uy,uy,..., un+1} & V(H)={v=wv,v9,...,0m41}
S V(Gu-vH) = {upsr,un, ..., up =u=v= 11 (I T W

SV (Gu - 1!H)| =n+m+ 1
Since u = v is the only common vertex of G and H.
S dauwr (Ui, v5) = da(ui,uw) +dg (vj, u).

Consider distance matrix of Gu - vH.

Where, d(u,G —u) = [d(;('lt,ltg) coedg(u, Un+l)] y, d(u,H —u) = [dH(v, v) -+ dp(v, um+1)].
G, and H, is principal submatrix of distance of matrix G and H respectively, corresponding to u.
Ly=[1 1 - 1.

L, =L, 0

1 0
0 -L

Let Q =

m Im:|[n+1+m)x[n+1+m)
Where [, is a identity matrix of order n.

Consider Gu-vH = Q- (Gu-vH) - @ =

L, =L, 0 G, d(u,G —u) d(u,G—u) Ly, + L -d(u, H—u)
0 1 0] x d(u,G —u) 0 d(u, H—u) xQ'
0 -L', I, L, du,G—u)+du,H—u) L, d(u,H—u) H,
(Gy =L, -d(u,G —u) d(u,G—u) d(u,G —u)" - Ly, I, 0 0
= d(u,G —u) 0 d(u, H —u) X |=L, 1 =Ly
d(u,H —u)' - Ly, d(u,H—u) H,-L), -du,H—u) 0 0 I,
[Gy —d(u,G —u)' Ly — L, -d(u,G —u) d(u,G—u) 0
= d(u,G —u) 0 d(u, H —u)
i 0 du,H—w) Hy—d(u,H—u)"+ Ly —L, d(u,H—u)
Note that (3; =Gy —d(u,G—u)" - L, — L, -d(u,G — u) and H:l =H,—d(u,H—u) - Ly, — L, -d(u, H — u)
- Gu-vH=
(('u vH), }
D
(H.)

In((Cu vH)y) = In(Gy) + In

Corollary 1.1:-
Let G be Neuron with blocks G, Gy, - ,G,. Let U={u:ueV(G;)NV(Gj),1<i<j<r}

Then, In(G Zln ), for u e U.
Proof :-

We will prove this result by induction on r > 2 (number of blocks).

Let r=2. That is G =G, -G,

Let u be a merging vertex of G andfgg

By Theorem 1, we get result, In((Gy - G2)y) = In(G1,) + In(Gay,)

Hence result is true for r =2

Assume result is true for number of blocks less than r.

Let ue U.

s.3p,qfor 1 <p<q<rsuchthat ue V(G,)NV(G,).

Since G is cactus, therfore 3 subgraph H; and H, such that G = H, - H, merged at u and G,,G, are
subgraph of H; and H, respectively.
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W.L.O.G
Let H, is a cactus containing blocks Gy, Gy, ..., G and H, is a cactus containing blocks Gy 1, Gryo,...,Gr,y
where 1 <p<k<g<r

.. by induction hypotheses, In( H 1, ZI n ) and In(( Hz Z In(

i=k+1
Also G = H1 Hz,

. by theorem 1 we get,
In(Gu) = In((H; - H2)u)
= In((Hl) )+ 171((H2) )

k

= ZI:)((GT-)“) + Z In((C'Tz)u)
1=1

i=k+1
= Y- In((G).)

i=1
.. by induction, result is true for r blocks.
Hence proved. ...000

Theorem 2:-

Let G & H be any two connected graphs such that In(G) = (1,y1,2) , I??(éu) = (0,y1,21)
In(H) = (1, y2,22) and In(H,) = (0,y2,22). Let Gu-vH be a graph formed by merging vertex u of graph
G and vertex v of graph H. Then In(Gu-vH) = (1,y1 +y2,21 + 22)

Proof :-
Let V(G) = {u=ui,ug,...,unt1} & V(H) = {v=v1,v2,...,0ms1}-

2 V(Gu-vH) = {ung1,un, . .. 01 =U=0=101,02,...,Unt1}-
L VI(Gu - 1:H)] =n+m+1

(1) To prove, ny(Gu-vH)=1.

We have In((Gu - vH)y) = In(Gy) + In(fL) ... by theorem 1
.. By glven condition, In(((‘u vH),) = (0,91, 21) + (0,99, 20) = (0,91 + y2, 21 + 22)
n+((C'u vH),) =0, no((('u vH),) =2 +2 and n_((Gu-vH),) = y1 +y2 s (2:1)
“ny(Gu-vH) <1 ... by interlacing theorem

But Trace(Gu-vH)=0 = ny(Gu-vH) > 1

Song(Gu-vH) =1 Sanice)

(2) To prove, ng(Gu-vH) =2 + 2.

Since ny (Gu-vH) = 1.
.. By interlacing theorem no(Gu-vH) < ng((Gu -vH),)
o By (2.1) no(Gu-vH) < 21+ 22 i (2:2)
Claim:- 21 + 2 < ng(Gu-vH).
Case (i):- 2, = 0.

Since G be induce subgraph of Gu-vH.

.. by interlacing theorem, ng(G) < ng(Gu-vH).

221 <ng(Gu-vH) ...given no(G) =
sz + 20 <ng(Gu-vH) sw6(2:8)
Case (ii):- 22 # 0.

Consider distance matrix of Gu- vH.

Gy du,G—u) d(u,G—u) Ly + L, -d(u, H—u)
= d(u,G —u) 0 d(u, H—u)
L;n du,G —u)+d(u,H—u)"- L, d(u,H—u)’ H, (R
Where, d(u,G —u) = [(IG(U,'UQ) dG(u,un_(_l)} y dlu, H —u) = [dH('zr._ vy) - dy(v, 'l’m_H)].
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G, and H, is principal submatrix of distance of matrix G and H respectively, corresponding to u and

L":[l Lo 1}lxn
1 0
Let Qn = |
n—1 I" 1 nxn
Where [, is a identity matrix of order n. Note that, det(Q,) = 1.
Hence by Sylvester theorem, for any symmetric matrix A, In(Q, - A- Q) = In(A) v (2.4)
I 0 0
Let Ry =10 1 O . Note that, det(R,, ) =1.
0 -L,

m (n+14m)x(n+1+m)
Con51der, nm)(Gu - vH)(Rym) =

I, Gy d(u,G —u)" d(u,G—u) Lyn+L-dlu,H—-u)| [I, 0 0
0 d(u,G —u) 0 d(u,H —u) 0 1 -Lpn
0 -L,, ILn| |L,-duG—-u)+duH-u) L, duH-u) Hy 0 0 In
d(u,G—u) du,G—u) -Ly+L, -duH—-u)] [L, 0 0
= d(u, G —u) 0 d(u, H —u) 0 1 -Lp
d(u,H—u)" - L, d(u,H—u) H,—- L, -du,H —u) 00 In
Gy d(u,G —u)" L -d(u,H —u)
=| du,G-u) 0 d(u, H —u)
d(u,H—u)" - L, d(u,H—u) H, (e by -m)
Where,
e 0 d(u,[:[/— u) R
We have Qm+l B Qm+1 d(ua H - 'U)( H, (m+1)x(m+1) H“ (say)
- by (2.4) In(H) = In(Ques - H - Qyy) = In(H)
" Nullity(H}) = Nullity(H) = 20 > 1 ... H! H are symmetric
W.L.O.G. 3 23 row transformations which vanishes rows corresponding to vy, 12— 2,, Um43—2,,...,Umt1 in

H*

Since Nullity(H}) =2 =N uIIn‘y(H ) and H, is principle submatrix of H; corresponding to first row.
.. The above row transformations are independent of first row of H;, i.e. R,

Consider a submtrix A of order m x (n+ 1+ m) which contain last m rows of (R, )(Gu-vH)(Ry.m)'
From (2.5), we get, first n column of A are same as the (n+1)"" column of A , which is a first column
of H; excluding first entry(0).

. Above row transformation also vanishes last 2, entries of first n column of A.

Let the row transformation corresponding to viy1 I8 Rutmi1 = bingm1)(n2) Bnt2 + Dngme1)(ng3) Bnya +

e b(n+m+1)(n+m)R7l+7n 4 b(11+m+1)(n+m+1)R1x+m+19 where b(n+m+1)(n+m+l) # 0

Let P,.,,11 be the corresponding row transformation matrix.
Pn+m+1 =

Here, (lﬁt(Rz+,y1+1) = b(n+m+l)(n+m+1 71: 0. Ve (I(U, H- U.) >0
By using (2-5), we get Pnymyr- (Rum)(Gu-vH)(Rpm)" - R’t+7n+1 =
= Simillarly, let the row transformation corresponding to v; is Rnyi = b(nyi)ni2)Rut2+ binyiyngs) Buts +
“+ + by (nti-1)Bnti-1 + dngiy(npi) Bnis Where bonpiyniiy 70, for i=m+2—z20m+3—2,...,m+1L
And P,;; be the corresponding row transformation matrix.

‘ . i 4 / /
3 P11+m+2—33 " Pn+m+3—22 o 'Pn+1n g Pn+m+1 - (annn)(Gu N lr‘H)(Rn.m) " P71+m+1 ¥ ‘P1L+m Sl R1+m+3,;2 .
7 —
Pn+m+2—:g =

Let S be the principle submatrix of Gu-vH, formed by removing last 2> rows and columns.
Note that S is also the principle submatrix of (R, ,)(Gu-vH)(Rym)', formed by removing last 2, rows
and columns.
S Potma2—z  Poymia—z - Pogm - Poymy1- (Rum)(Gu-vH)(Rym)' 'P7/1+m+1 Pv’1+m s Pr’1+7n+3—;:2 'P1’1+m+2—::2 =
S 0
0 0
Let R= Pn+m+2—22 : Pn+1n+3—z2 vee Pn+m " Pn+m+l . (Rn.m)
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ZR-(Gu-oH)-R=|] ¢

S In(R-(Gu-vH)- R')=In(S)+ (0,0, 22)

Since det(P;) # 0 and det(R,m) =1 = det(R) #0
.. By Sylvester theorem, In(Gu-vH) = In(R
cono(Gu-vH) = no(S) + 29

S
0

Note that G is principle submatrix of S.

2. no(G) < no(S)

i.e. 21 S 770(5)

ot <ng(S) + 20 = 2y + 2 <ng(Gu-vH).

.. by both the cases, we get, 2 + 29 <ng(Gu-vH).

. By (2.2) and (2.7), we get, no(Gu-vH) = 2 + 22

(3) To prove n_(Gu-vH)=yi + ya.

We have |V(Gu-vH)| = |V(G)|+|V(H)| -1
oy (Gu-vH) +n_(Gu-vH)+ no(Gu-vH) =
( )+n_(Gu-vH) +
n_(Gu-vH) =y +yp
Hence proved.

(I+wn

Theorem 3:-
Let G be Neuron with blocks G{,G5, -

In(G;) = (1,yi,7) and In((ai)u) = (0,yi,2i), where,
Then, In(G) = (1, Y ni, Y _ ).
=1 1=1
Proof :-

(G

(21 +2) =141+ y2) + (21 + 2)

= R is invertible.
vH) - R') =1In(S)+ (0,0, 22)
..(2.6)

.. by Interlacing theorem

..By (2.6)
.. (2.7)

+21)+ (1+yptz)-1
..by (¥) and (**)

..00a

G Let U={u:ueV(G)NV(Gj),1 <i<j<r} If
uelU

We will prove this result by induction on r > 2 (number of blocks).

Let r=2. That is G =G, -Gy

Let In(Gy) = (1,y1,21) and In(Gs) = (1,12, 22)
Let u be a merging vertex of G; and Gj.
By Theorem 2, we get result, In(G;- G3) =
Hence result is true for r =2

(Lyr +y2,21 + 22)

Assume result is true for number of blocks less than r.

Let ue U.
2.3 p,qfor 1 <p<q<rsuchthat ueV(G,)N

V(G,).

Since G is Neuron, therfore 3 subgraph H; and H; of G such that G = H; - H; merged at « and G, G,

are subgraph of H,; and H, respectively.
W.L.O.G

Let H, is a Neuron containing blocks G, G5
where 1 <p<k<g<r

k

Y =)

i=1

k
.. by induction hypotheses, In(H;) = (1, Z Yis
1=1

k

v ) %)

Also by Corollary 1.1, In( H1

Note that, G = H, - Hy, merged at u.
.. by theorem 2 we get,

In(C') In(H, - Hg)
:(lﬂzyl Z Yis Z~1+ Z %)
z k+1 =1 i=k+1

ZJ:Z:

1=1

%) and In(H;) =

0Xw Y &

= k+1 1= k+1
) and In( Hz Z Yis Z 2i)
i=k+1 i=k+1
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.. by induction, result is true for r blocks.
Hence proved. ...O00

Corollary 3.1:-

Let T be tree on n vertices. Then In(T) = (1,n— 1,0).
Proof :-
Note that Tree is cactus having n — 1 blocks K.
We have In(K,) = (1,1,0) and In(K5) = (0,1,0).

n—-1 n-1

. by theorem 2, In(T) = (1,)_1,» 0) = (1,n—1,0). ...000
=1 i=1

Corollary 3.2:-
Let G be Lotus witlLblocks G1,Ga,- -+ ,G,. Let u be the merging point of G;, for i =1,2,...,r.
If In(G;) = (L, ui, :,,-)‘and I]z((GJ,,) = (0, yi,2i), where, v € U
Then, In(G) = (1, "y, > ).
i=1

=1
Proof :-

Since every lotus is a cactus.
.. result is true directly from Theorem 3. s LIZRER
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