
www.ijcrt.org                                                                        © 2024 IJCRT | Volume 12, Issue 5 May 2024 | ISSN: 2320-2882 

IJCRTAF02033 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 159 
 

Cyclone Weather Estimation 

System 
 

Vaibhav Jadhao[1], Aditya Garudkar[2] , Yash Dhekne[3], Prof. Neha Bhagwat [4]
 

Computer Engineering Department 
[1,2,3,4]

 

Nutan Maharashtra Institute of Engineering and Technology, Pune, Maharashtra 
[1,2,3,4]

 
 

Abstract— The diagnostic tropical cyclone intensity estimation 

system presented in this paper represents a novel approach to 

objective and automated intensity assessment using satellite 

imagery and deep learning techniques. Leveraging data from the 

National Hurricane Centre (NHC) and the National Oceanic and 

Atmospheric Administration (NOAA), the system integrates real- 

time storm outlooks with corresponding Geostationary 

Operational Environmental Satellite (GOES) imagery to provide 

accurate and timely predictions of cyclone intensity levels. The 

implementation involves web scraping for data retrieval, 

preprocessing of satellite imagery, and deployment of a 

convolutional neural network (CNN) model for intensity 

estimation. Results demonstrate the system's effectiveness in 

providing objective intensity assessments, with promising 

performance metrics such as Mean Absolute Error (MAE) and 

Root Mean Squared Error (RMSE). Furthermore, the system's 

scalability and potential impact on disaster preparedness and 

response efforts are discussed, highlighting its role as a valuable 

decision support tool for meteorological agencies and emergency 

responders. Overall, this implementation paper contributes to 

advancing the field of cyclone intensity estimation and underscores 

the importance of integrating technology and data-driven 

approaches in disaster management. 
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I. INTRODUCTION 

Strong winds, copious amounts of precipitation, and storm 
surges are the hallmarks of tropical cyclones, which pose 
serious risks to coastal infrastructure and residents. 
Accurate estimation of cyclone intensity is crucial for 
effective disaster preparedness, response, and risk 
mitigation efforts. Conventional lead scoring techniques 
frequently rely on laborious, subjective, and error-prone 
manual assessment or basic rule-based algorithms. In 
recent years, advancements in satellite imagery and deep 
learning techniques have provided new opportunities for 
objective and automated  intensity assessment.[1] This 
paper introduces a diagnostic tropical cyclone intensity 
estimation system that leverages satellite imagery and 
machine learning algorithms to provide timely and 
accurate predictions of cyclone intensity levels. Since 
Alex's remnants have generated flash flood watches in 
several areas today, the GOES-13 satellite is monitoring 
the area. A persistent stationary front was seen straddling 
Texas and the Gulf Coast in the most recent imagery from 
the Geostationary Operational Environmental Satellite 
over Texas. Through web scraping techniques, storm 
outlook data are retrieved and processed, facilitating the 
automated acquisition of satellite imagery for analysis. [2] 
The core of the system lies in the implementation of a 
convolutional neural network (CNN) model trained on 
historical cyclone data to estimate intensity levels based 
on   features   extracted   from   satellite   imagery.   By 

preprocessing the imagery and feeding it into the CNN 
model, the system generates objective intensity 
estimations, enabling meteorologists, emergency 
responders, and policymakers to make informed decisions 
in anticipation of cyclone events. [3] In this paper, we 
provide a detailed overview of the implementation 
process, including  data retrieval, preprocessing 
techniques, model development, and system deployment. 
We also present results from the evaluation of the system's 
performance, highlighting its accuracy and effectiveness 
in intensity estimation. Furthermore, we discuss the 
scalability and potential impact of the system on disaster 
management efforts, underscoring the importance of 
integrating technology-driven solutions in mitigating the 
risks posed by tropical cyclones. [4] Overall, this 
implementation paper aims to contribute to the 
advancement of  cyclone intensity estimation 
methodologies and foster innovation in the field of 
disaster resilience and response. Through the integration 
of satellite imagery and deep learning techniques, the 
diagnostic tropical cyclone intensity estimation system 
represents a significant step forward in improving the 
accuracy and reliability of intensity predictions, 
ultimately enhancing the safety and resilience of coastal 
communities facing cyclonic hazards. 

 

II. LITERATURE SURVEY 

 
Over the past decade, advancements in satellite technology 

and machine learning have revolutionized the field of tropical 

cyclone intensity estimation. Traditional methods, such as the 

Dvorak technique, have long been the cornerstone of intensity 

assessment, relying on manual analysis of satellite imagery 

and meteorological parameters. However, these methods are 

limited by subjectivity and nevertheless, these techniques 

have drawbacks like subjectivity, time commitment, and 

accuracy. Because deep learning-based methods can 

automatically extract pertinent features from satellite data, 

they have recently become a promising alternative for cyclone 

strength estimate. For example, Weng et al. (2018) achieved 

higher accuracy than conventional methods by proposing a 

CNN based model for assessing typhoon intensity using 

Himawari 8 satellite images. Likewise, Feng et al. Similarly, 

Feng et al. (2019) used a mix of infrared and microwave 

satellite data to develop a CNN-based model for typhoon 

strength estimation. [5] A deep learning-based technique for 

tropical cyclone strength estimation utilizing satellite imagery 

from the China Meteorological Administration's Fengyun-3D 

satellite was proposed in a different recent paper by Li et al. 

(2020). In addition to CNNs, the study tested the stacked 

machine learning model using a publicly accessible dataset of 

patient data, which included lifestyle, medical history, and 

demographic information. [6] The model's performance was 

evaluated  using  metrics  including  accuracy,  Matthew’s 
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correlation coefficient (MCC), and F1 score. It was trained 

using a variety of machine learning techniques, such as 

decision trees, random forests, and support vector machines. 

Meanwhile, Ma et al. (2020) proposed a support vector 

regression approach for typhoon intensity estimation, 

leveraging both satellite imagery and atmospheric variables 

for improved prediction accuracy. Furthermore, 

advancements in satellite technology have enabled the use of 

multi-sensor data fusion techniques for cyclone intensity 

estimation. Li et al. (2020) integrated data from multiple 

satellite sensors, including infrared and microwave imagery, 

to develop a comprehensive intensity estimation framework 

for tropical cyclones. By fusing information from different 

sensors, the proposed framework enhances the reliability and 

robustness of intensity predictions, particularly in regions 

prone to cloud cover and atmospheric disturbances. [7] 

Despite these advancements, challenges remain in the field of 

cyclone intensity estimation, including the  availability of 

high-quality training data, model interpretability, and the 

generalization of models across different geographical 

regions and cyclone types. Addressing these challenges 

requires interdisciplinary collaborations between 

meteorologists, data scientists, and satellite engineers to 

develop robust and scalable intensity estimation systems 

capable of supporting disaster management efforts in cyclone- 

prone regions. In this paper, we build upon existing research 

in cyclone intensity estimation by presenting a novel 

diagnostic system that integrates satellite imagery and deep 

learning techniques for objective and automated intensity 

assessment. [8] By leveraging state-of-the-art machine 

learning algorithms and real-time satellite data, our system 

represents a significant step forward in improving the 

accuracy and reliability of cyclone intensity predictions, 

ultimately enhancing disaster preparedness and response 

efforts in vulnerable coastal regions. 

III. METHODOLOGY 

1) Algorithm: 
The goal of each succeeding convolutional layer is to 
identify relationships between pixels and their surrounding 
pixels by applying kernels to different visual characteristics 
[8]. A convolutional layer in a CNN usually applies a series 
of learnable filters to the input image. These filters pick up 
on a variety of features, including patterns, textures, and 
edges. a mathematical operation carried out on each neural 
network node's (or neuron's) output. Activation functions 
play an important part in the training process of neural 
networks by enabling them to approximate non-linear 
functions. It introduces non linearity to the network, 
allowing it to learn complex patterns and correlations. The 
Fundamental Form of Pooling Layers distinct kind of layer 
called a pooling layer is mostly used to down sample the 
feature maps produced by convolutional layers. The process 
of down sampling produces a reduced representation of the 
input by reducing the spatial dimensions of the feature 
maps. [9] Pooling layers reduce the spatial dimensions, 
improving computational efficiency. They also solve the 
overfitting issue by reducing the number of parameters in 
succeeding layers. Fully connected layers are used to create 
predictions or classifications based on the extracted features 
after the convolutional and pooling layers. These layers, 
which are the last in CNNs, link each neuron from the g 
layers that came before it. These fully connected layers 

integrate the features learned from earlier layers and 
produce final output predictions. A Convolutional Neural 
Network's striking strength is its capacity to reduce the 
complexity of to do this, a CNN makes use of a number of 
fully connected layers, pooling layers, and convolutional 
layers. Accurate classification or recognition is eventually 
achieved through the extraction of complex patterns and 
high-level information from a picture through this 
cumulative process. [9] CNNs have been widely used in 
many different industries, from automatic tumor diagnosis in 
medical imaging to self-driving automobiles to identify 
pedestrians. They have significantly contributed to 
numerous technical developments. 

 

2) Design: 
 

a) Data Collection and Preprocessing: 

 Dataset: Obtain satellite imagery dataset from the 
Geostationary Operational Environmental Satellite 
(GOES) series, which provides high-resolution 

infrared imagery of cyclone events. 

 Data Retrieval: Develop web scraping scripts to 

automatically retrieve GOES satellite imagery 
corresponding to cyclone events from NOAA's 
data repository. 

 Preprocessing: Preprocess the retrieved satellite 
imagery to  enhance quality, remove  noise, and 
standardize formats for further analysis. Techniques 
such as image normalization and enhancement may 
be applied. 

b) Model Development: 

 Convolutional Neural Network (CNN): Design and 
train a CNN model using deep learning 
frameworks such as TensorFlow or PyTorch. [10] 
The model architecture should be tailored for 
intensity estimation based on features extracted 
from satellite imagery. 

 Training: Utilize the pre-processed satellite 
imagery dataset to train the CNN model, 

optimizing hyperparameters and regularization 
techniques to achieve optimal performance. 

 Validation: Using a different collection of image 
data that wasn't utilized during training, validate 
the trained model. [11] Testing: Use a different 
collection of image data that wasn't utilized for the 
training or validation stages to test the model. 

c) Flask API Development: 

 Backend Framework: Develop a Flask API 

(Application Programming Interface) to serve as 
the backend infrastructure for the intensity 

estimation system. 

 Endpoints: Define endpoints within the Flask API to 
handle data requests, model inference, and response 
generation. [12] Endpoints should include 
functionalities for receiving satellite imagery data 
and returning intensity estimations. 

d) React Dashboard Implementation: 

 Frontend Framework: Implement a React dashboard to 
serve as the user interface for interacting with the 
intensity estimation system. 

 Components: Design and develop components within 
the React dashboard for data visualization, input 

forms for selecting cyclone events, and displaying 
intensity estimations. 
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 Integration: Integrate the React frontend with the 

Flask API backend to enable seamless 
communication between the user interface and the 
intensity estimation model. 

e) Deployment and Integration: 

 Deployment: Deploy the intensity estimation system 
on a cloud platform such as AWS (Amazon Web 
Services) or Google Cloud Platform for accessibility 

and scalability. 

 Integration: Integrate the deployed system with 
existing disaster management platforms or decision 
support systems used by meteorological agencies 

and emergency responders. 

 Testing: To ensure that algorithms are robust and 
reliable under a range of circumstances, do thorough 
testing. [13] Incorporate state-of-the-art techniques 
into your work by researching and keeping up with 
the newest advancements in algorithm theory and 
signal processing. 

f) User Training and Feedback: 

 Training: Provide training sessions and 
documentation for users on how to interact with the 
intensity estimation system through the React 
dashboard. 

 Feedback Mechanism Include a feedback 

mechanism in the app to get suggestions for 
enhancements and opinions from users. 

 

 
 

Figure 1: System Architecture 

 

 

IV. ADVANTAGES 

A. Advantages: 

1) Resource Allocation: Cyclone forecasting systems help 
authorities allocate resources more efficiently by 
directing them to areas most likely to be affected by the 
cyclone. This ensures that emergency response teams, 
medical supplies, and other critical resources are 
deployed where they are needed most. 

2) Community Engagement: This can be fixed by forming 

a partnership with a regional network provider that 
could, at the very least, provide aid coordinators with 
access to Digicel, GT&T, and other providers. 
Localization: Promote community involvement and 

engagement in efforts to prepare for and respond to 
disasters. Instruction in Fire Safety Education is one of 
the most important aspects of community involvement 

in fire prevention. Communities can empower residents to 

take proactive measures to protect themselves by 
teaching them about the risks of wildfires and the activities 
they can take  to lessen those risks. These efforts can take 
many different forms. 

3) Insurance and Financial Planning: Accurate cyclone 
forecasts allow insurance companies, businesses, and 
enhance one's financial literacy. [14] Individuals are then 
better equipped to make informed decisions on risk 
management and financial planning as a result. [15] This 

includes purchasing appropriate insurance coverage, 
implementing mitigation measures, and developing 
contingency plans to minimize financial losses in the 
event of a cyclone. 

4) Environmental Monitoring: Cyclone forecasting systems 
contribute to environmental monitoring and research by 
providing valuable data on atmospheric and oceanic 
conditions. [16] This information helps scientists study the 
impact of cyclones on ecosystems, climate patterns, and 
ocean dynamics, leading to a better understanding of Earth's 
natural processes. 

 
V. APPLICATION 

1. Disaster Preparedness and Response: Cyclone 

forecasting systems play a crucial role in disaster 

preparedness by providing early warnings to 

governments, emergency responders, and communities. 

This allows for timely evacuation plans, mobilization of 

resources, and coordination of relief efforts, ultimately 

saving lives and reducing the impact of cyclones on 

affected areas. 

2. Maritime and Aviation Safety: The MIFR plays a 

crucial role in frequency all locations and is 

necessary to ensure the effective and interference- free 

utilization of the radio frequency spectrum. Because it 

offers details on frequency allocations set aside for these 

key systems, the MIFR is also an essential tool for 

guaranteeing the safety of aviation and the maritime 

industries. By predicting cyclone tracks and intensities, 

these systems help ships and aircraft avoid dangerous 

weather conditions, reducing the risk of accidents and 

ensuring the safety of passengers and crew. 

3. Infrastructure Planning and Protection: Cyclone 

forecasting systems inform infrastructure planning and 

development in cyclone-prone regions. By providing 

insights into potential cyclone impacts, such as storm 

surge, heavy rainfall, and strong winds, these systems 

enable engineers and urban planners to design and 

implement resilient infrastructure that can withstand 

cyclone events. 

4. Agriculture and Food Security: Cyclone forecasts are 

valuable for the agriculture sector, especially in coastal 

regions where cyclones can cause widespread damage 

to crops and livestock. Farmers can use forecast 

information to take preventive measures, such as 

harvesting crops early or securing livestock, to 

minimize losses and ensure food security. 

5. Insurance and Risk Management: Insurance companies   

and   risk   management   firms   utilize 
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cyclone forecasts to assess and mitigate the financial 

risks associated with cyclone-related damage. 

Accurate forecasts enable insurers to adjust 

premiums, assess claims, and allocate resources 

effectively, contributing to the stability of insurance 

markets and the resilience of affected communities. 

6. Research and Development: They can support 

neurorehabilitation initiatives, assisting individuals 

in regaining motor control and enhancing cognitive 

abilities. Investigation and Advancement: 

Wheelchair systems controlled by the brain are also 

useful instruments for scientific study and 

advancement. 

VI. FUTURE SCOPE 

In summary The field of embedded systems is expected to 

grow significantly in the future due to trends and projections 

that should influence the market. With advancements in 

technology and data analytics, these systems can become even 

more accurate and timely in predicting cyclones, enabling 

better preparedness and mitigation efforts. Integration of 

artificial intelligence and machine learning algorithms can 

enhance the predictive capabilities by analysing vast amounts 

of data from various sources such as satellites, ocean buoys, 

and weather stations. Additionally, improvements in 

modelling techniques and high-performance computing can 

lead to more detailed and reliable forecasts, including 

predictions of cyclone intensity, track, and potential impacts. 

Collaboration between meteorological agencies, research 

institutions, and technology companies can further accelerate 

the development and deployment of innovative forecasting 

tools. 

 

 
 

VII. RESULTS 

 

 
 

  

 
Figure 1 Intensity values at the time of model training phase Figure 2 Total RMSE 

 

 

 
 

  
 
 

Figure 3 Dashboard of application Figure 4 Dashboard for cyclone image input from user 

 

 

VIII. CONCLUSION 

In summary, using machine learning models to predict energy 

consumption from satellite infrared images has been shown 

to be effective. These models can accurately predict the 

intensity of storms, helping to provide timely and accurate 

information to governments and communities in affected 

areas, ultimately leading to better planning and response. 

Although more research is needed to refine and improve 

these models, they have the potential to improve our 

understanding and response to extreme weather events. 

Storms have been a source of concern for doctors for over 

100 years. Numerous researchers have carried out in-depth 

studies on important topics such as trends, changes, and 

technology predictions. Machine learning starts from 

statistical methods and extends to search, analysis, 

prediction, etc. can discover relevant rules from big data. 
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Application of machine learning to critical TC problems 

provides new ideas for solving many bottlenecks in this field. 

Many studies have shown that both technology-driven data- 

driven methods and the use of machine learning to develop 

mathematical models can be beneficial to storm surge 

development. Although current research has made some 

progress in forecasting, forecasting methods, density 

forecasting, predicting TC weather, and improving model 

forecasting with machine learning, there is still much to learn, 

which we believe is both in terms of time and time. 

competition. This website provides accurate and reliable 

information about past hurricanes, providing a valuable 

resource to scientists, disaster relief teams, and the public. 

Using CNN models with user interaction for energy 

forecasting and associated data storage represents a 

significant step forward in our ability to control and mitigate 

the effects of extreme weather conditions. 
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